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Social Contract Theory and the Ethics of DecepiioBonsumer Research

Deception of research participants is a pervadivea issue in experimental
consumer research. Content analyses find as mahyessquarters of published human
participant studies in our field involved some foofrdeception and almost all of these
deceptive studies employed experimental methodesodgiowever, researchers have little
guidance on the acceptability of this use of daoapnhotwithstanding the codes of root
disciplines. We turn to the theories of moral psdphy and use social contract theory to
identify conditions under which deception may b&tifted as morally permissible. Seven
principles to guide research practice are formdlated their implications for consumer
researchers and others are identified, togethér pvéctical recommendations for decision

making on deception studies.



Deceit is the intentional effort to mislead peopis.Bok (1992) observes, whether it is
morally justifiable is a question of crucial impante because it is a way of making people act
against their will and is the most common reasordistrust (also see Darke and Ritchie 2007).
Lying, which involves falsehoods that are intentiedeceive, is considered morally problematic by
virtually all major philosophical traditions andiggons (Bok 1978, 1992). Yet the use of deception
in experimental consumer research is a pervasagipe that appears to have reached a ‘taken-for-
granted’ status. Consumer researchers often deeacdissary to disguise their investigations in
order to minimize demand characteristics and hyggithguessing (Shimp, Hyatt and Snyder 1993),
and thus can find themselves in the position ofrigato decide whether or not to lie to their
participants (deception by commission or “activeeg#ion”), or to omit pertinent information
(deception by omission or “passive deception”)aaecessary condition of fulfilling research
objectives. While some consumer researchers uspties almost as a matter of course, the
argument can be made that deception in researchthergy omission or commission—is never
morally justifiable. One consequence of this posiiis that it would likely preclude research on
certain topics, such as placebo effects (Shiv, Garand Ariely 2005).

This paper examines the ethics of deception inwmes research and offers guidance on its
use. Considerable attention has been given to teeaparketing practices, especially deceptive
advertising claims and, to a lesser extent, deaeti marketing research (Aditya 2001). Darke and
Ritchie (2007), for example, demonstrate negatoresequences of deception by showing how
deceptive advertising engenders consumer deferesgeand distrust of advertising. More than
thirty years ago, Tybout and Zaltman (1974) suggk#tat marketing researchers give insufficient
attention to research participants’ rights to clegas safety and to be informed. While this litarat

has investigated the psychological processes adedavith deception and its legal implications,



and urged better treatment of research participéwsprior studies use moral philosophy to
present a formal ethical analysis of deception amk®@ting or in research, more specifically.

Codes of the root disciplines, such as the AmerRRsythological Association (APA),
generally are not grounded in theories of moralgsieiphy and have other shortcomings as sources
of guidance on deception studies (Kimmel 2d@iftenger 2002). A few studies have applied
normative theories of ethics to deception in reseémotably Atwell 1981; Baumrind 1985;

Kimmel and Smith 2001; Pittenger 2002; Reynolds21 2@&d Toy, Wright and Olson 2001). They
demonstrate the merits of applying ethical theartydo not develop sufficiently detailed analysis
and prescriptions to offer specific guidance fgpemmental consumer research. In contrast, while
building on these studies, we apply from first pijples social contract theory (SCT), a prominent
theory of normative ethics increasingly found irsimess ethics (e.g., Bailey and Spicer 2007,
Dunfee, Smith and Ross 1999, Dunfee 2006), to iiyegiidelines to govern the use of deception
and to provide specific, well-grounded and prattieaommendations for consumer researchers.

We are not calling for the prohibition of decepti@s is the case in economics research, for
example), but for careful evaluation of the circtemses under which it is acceptable, grounding
our analysis in the theories of moral philosophytessource of the best-justified standards for
ethical evaluation. Our premise is that deceptioresearch is morally permissible to the extert tha
it is consistent with certain principles. In sorespects, this position is analogous to how lying is
treated in everyday life. Although lying is gen&ralonsidered to be wrong, most people prefer to
live in a world where some lying is permissiblegisias white lies, lies to certain kinds of people
(children, the dying), and lies to avoid greatemis In these situations, it is important for the
persons telling the lies to be able to justify thagtions, if only to themselves. There is at lesst

great a need for researchers to reflect on th@fudeception and to be able to justify it if itused,



whether these are mild deceptions (e.g., misreptiegestudy purpose) or potentially more severe
deceptions. Relatively severe deceptions in recemsumer research include undisclosed mood
manipulations that leave participants depressedcimation of false firms for the purposes of
experimental manipulation, and procedures intertdedfluence participants’ perceptions of their
susceptibility to health risks. While assistingaashers in fulfilling Institutional Review Board
(IRB) requirements, our paper also addresses afuadtal individual responsibility of researchers,
not least given the potential adverse consequesfces/ere deceptions.

We start by examining evidence of the use of démet consumer research, establishing
the relevance of our inquiry to most experimentailstumer researchers. Given the paucity of
attention to the topic within consumer researchewamine how deception has been treated in its
root disciplines and, because we find inherent weages in the relevant ethical codes, conclude
that a more fundamental examination of the ethickoeption is required. We employ social
contract theory to identify the conditions underatihdeception in research may or may not be
morally justifiable and propose specific principtgs/erning its use that go beyond the extant codes
and studies that have applied other ethical theoFimally, we discuss the implications of these
principles, including recommendations for the depetent of studies that might call for deception.

EVIDENCE OF DECEPTION IN CONSUMER RESEARCH

The use of deception in consumer research is widad@and increasing (Kimmel 2001,
2004; Toy, Olson & Wright 1989). Kimmel (2001) exiaed empirical articles appearing in the
Journal of Consumer Research (JCR) and thdournal of Marketing Research (JMR) during three
time periods, 1975-76, 1989-90, and 1996-97. hidifigs revealed a rise in deceptive procedures
in human participant studies over time, from 43%9%75-1976 to 56% in 1996-1997, an increase

attributed to the greater use of active deceptisost commonly the misrepresentation of the



research purpose and incorrect information abagaieh procedures, equipment, and measuring
instruments. In an update, Kimmel (2004) observedrdinuation of these trends, with fully 66%
of 108 studies appearing in JCR and JMR in 200222¥ing employed some form of deception.
Not surprisingly, the modest rise in the numbed@teption studies coincided with an observed
increase in experimental research investigatiaisn(41% in 1975-1976 to 68% in 1996-1997 and
78.7% in 2001-2002) and laboratory studies (frof%28 1975-1976 to 48% in 1996-1997 and
63.8% in 2001-2002). Opportunities for deceptivenipalations increase significantly when
experimental methods are utilized, and laboratetiirgys tend to be more conducive to the
implementation of deceptive manipulations involvsigged situations. Overall, there was little
reporting of ethical practices (e.g., informed @ntsfreedom to withdraw, promises of anonymity,
protection of confidentiality) in the deceptiondies and although the reported use of debriefing
increased to 21% by 1996-1997, this rate had fatlel6% in 2001-2002. While these data support
Toy et al.’s (1989) hypothesis that behavioral aesieers in marketing may avoid debriefing, this
absence of reporting in published papers may berditiead to established expectations about
treatment of respondents or journal space constr@I€P authors must state when they submit their
manuscripts that they have complied with APA ethstandards in their treatment of respondents).
As a patrtial replication of Kimmel (2004), we comtlked a content analysis of all 123 human
participant studies appearing in JCR and JMR dw2B@6-2007 (N = 176 published articles). We
utilized the same coding instrument, which yieldedilar intercoder reliabilities as reported in
Kimmel’s (2001) original analysis (i.e., above i8ferrater agreement within each judgment
category across a random sample of eight artielest®d from the overall pool of articles). The
results revealed a continuation of the trends ithosology and ethical procedures reported by

Kimmel and others. This included an increase ireeixpental laboratory research, with 77.2% of



the coded studies utilizing the laboratory setind 88.6% involving an experimental
manipulation. A corresponding increase (17% sir@@122002) in deception research also was
observed, with 77.2% of human studies includingube of at least one type of deception.

With regard to specific types of deceptions, wenfibthat 42.1% of all deception studies
(N=95) employed both active deceptions (i.e., ptoces that actively mislead participants
regarding some critical aspect of the study, sgchigrepresentation of the study’s purpose or the
researcher’s identity) and passive deceptions firecedures that involve the omission or
withholding of critical information about the stydguch as failure to disclose its true purpose).
Active deception alone was utilized in 16.3% ofatled human studies. Although a majority
(68.3%) of all coded human studies employed mitdchiof deception (e.g., attributing the research
to a bogus sponsprsevere deceptions were observed in 11 of the@@8d investigations (8.9%).
Examples of severe deception included the use odnraduction manipulations, procedures
intended to influence participants’ perceptionshafir susceptibility to health risks, the provision
false feedback regarding participant empathy le\ald anxiety-arousing manipulations.

Overall, our content analysis revealed a clearliekween methodology and ethics; that is,
as consumer researchers have steadily moved t@axpetimental laboratory procedures, the use of
both active and passive forms of deception alsaiban. Of the 109 experimental studies coded,
fully 84.4% utilized some form of deception, and®6 of the 95 deceptive studies coded involved
experimental methodologies. Similarly, of the 98e@ studies conducted in the laboratory, 84.2%
included some form of active or passive deception.

Consistent with content analyses of publishedare$e we also found deception studies to
be commonplace in a survey of a convenience saofiglensumer researchers. The use of

deception was reported by 86% of respondents; 9@%ya use deception or use it frequently (in



more than half of their studies), and only 42%rokxdl to always debrief deceived participants. The
most prevalent types of deception involved misrepnéation of the study purpose (used
“frequently” by 38% of respondents) and makingdadsatements unrelated to the participant’s
character or identity (25%), but all types of ddmapqueried were used, including not providing
details that might affect willingness to participgtsed “occasionally” by 20% of the samgle).

Research deceptions vary in severity. Mild decesticreate false beliefs about relatively
unimportant issues that are peripheral to the stdjjself-concept,” whereas as severe deceptions
“create false beliefs about central, importantéssconcerning the subject’s self-concept and
personal behavior” (Toy et al. 1989, p. 71). Faaraple, mild deceptions are commonly used in
studies measuring reaction time and memory, whargcgpants are not forewarned that they will
be faced with a recall test after exposure to dtiontthat their reaction time is being measured. A
example of a stronger deception is a procedaeglto increase prior commitment, whereby
participants are asked sign a release form so that a company can esephotograph and taped
thoughts about a brand for a marketing campaigreafity, there is no such firm or campaign.
Having participants believe that a firm will useithopinions is thought to create an attachment to
the brand, resulting in increased commitment.

Another example is found in a recent study ofttiigonsumer-brand relations, in which
participants were told that photos they had suleahitd a photo album web site had been lost (only
to learn three days later that they had been fourtd$ was part of a broader deception where
participants were recruited for the study underghise of a prelaunch beta test for a new online
film processing and digitizing company. Thus, papi@ants were led to believe that they were

interacting with a real firm (the photo album websiwhen, in fact, the site had been created by

1To test some of our initial suppositions on thisitowe conducted a nonrandamrvey of consumer researchers (N =
112) at the Association for Consumer Research 2002al conference. A research assistant solicieticgpation
from 163 ACR attendees who conduct consumer rels¢@886 response rate); 81% conducted experimezgahrch.



researchers. This procedure allowed the researttharanipulate key factors related to brand
personality and observe responses to a ‘realtlifgisgression (a violation of trust). Presumably,
participants were debriefed (though this is naiestan the published study), yet before this they
spent two months interacting with the firm and éhdays believing that their photos had been lost.
An example from our content analysis of papersigbbtl in 2006-2007 is a study in which
emotions are manipulated through a magazine “quisider to affect perceptions of vulnerability
to disease. Participants were then exposed tosdiseormation, some of which was manipulated
for study purposes (though it does not appearahgincorrect information was delivered). In this
study the authors make it clear that participargsevdebriefed.

A formal ethical analysis of such use of decepitiooonsumer research could include
attention to the various moral duties that mayfy@ieable, such as a duty to tell the truth (Kimmel
and Smith 2001). However, in contrast to thesconsequentialist philosophical perspective,
previous studies have generally focused on theradwensequences of deception (e.g., Toy et al.
2001). Given the documented prevalence and inaleas® of deception in consumer research, as
well as the potential for harm with more severeegéions, it is important to consider its
implications, including both its harmful and bewré&l (methodological) consequences.

ETHICAL AND METHODOLOGICAL IMPLICATIONS OF DECEPTION

Deception in consumer research can have manifesggitive consequences, not least where
studies are cavalierly or carelessly conducted eikample, in a study of vendor response to
consumer complaints, a Columbia Business Scho®gsor sent letters on Columbia letterhead
stationery to 240 New York City restaurants falsgdiming he had suffered food poisoning after
dining at the restaurant in celebration of his weddnniversary (Kifner 2001). An editorial Tine

New York Times (“Spoiling the Broth,” September 112001) claimed that the resulting review of



hygiene procedures “caused a reign of terror ircityés top restaurants.” Reactions to the study
resulted in a formal apology from the School’'s Dead the researcher and prompted the
introduction of new procedures governing reseaschefColumbia.

In our earlier examples, it seems quite conceiviideparticipants were also likely have
experienced adverse consequences. Even the rglatiild deception of failing to tell participants
about reaction time measures or recall tests dealdl them to feel that they were not fully informed
before the study about all that would take planestuidies where commitment is manipulated by
having participants sign a release for a firm te tneir pictures and thoughts, one can imagine that
the deception can lead to ill feelings, even ittipgrants are thoroughly debriefed. The point & th
manipulation was to engender attachment througm@geof importance (“the company wants to
know about my opinions”) and upon learning aboatdbception participants’ sense of importance
was likely to be deflated (“no one actually carbew my opinion”). For the study in which
participants were told that their photos were lids§ easy to envisage that participants felt rhaoe
degree of loss, anger, and frustration at the gsam@nce of their photos, and possibly also upon
learning that they had been interacting with atfais firm for two months. In the study in which
emotions were manipulated and perceptions of valnkty to a disease were examined, it is
possible that anxieties remained even after debgeind that respondents felt “tricked” regarding a
personal issue. However, it must also be saidttimexample doesn’t approach the severity of
some of the extreme deceptions identified over#eas in psychology (see Adair, et al. 1985).

Deception has methodological as well as ethicalicgapons for consumer research, and is
often viewed as justifiable in light of the necégsif conducting unbiased, valid research. But
undue concern about the potential biases, suckraamt effects, arising from being completely

open with respondents, may mean that researcherdeggption when it is not methodologically
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required. Shimp et al. (1993) found that experiraedémand effects are much less likely to result
in systematic support for a hypothesis than is comlynbelieved. Moreover, even deceptive
methodologies are not immune from potential biaggrgthat some participants are likely to be
suspicious of the cover story and will try to gudsstrue purpose regardless of the deceptions used

Further, criticisms have been directed to the coethodological assumptions upon which
the use of deception procedures depend, inclutiaig {a) the naiveté among research participants
is high; (b) the procedure does not produce cuggesiing to participants that deception is taking
place; and (c) participant suspiciousness of demeplioes not alter the experimental effect
(Kimmel 2003, 2007). Moreover, the reliance margesechers place upon debriefing and
forewarning as remedies to deception may be misgl@disra 1992; Toy, et al. 2001).

Table 1 provides an overview of studies that hasamened these concerns. Given the lack
of attention to ethical issues in consumer rese@koldreasen 1992; Holbrook 1994; Lynch 1997),
it is not surprising that most of the researchtenrhethodological implications of deception has
been conducted in the field of psychology. Theasderesults are not clear-cut. Although there is
evidence showing that deception offsets some ofitisesirable methodological consequences
associated with experimenter-participant artifdéidair, et al. 1985), it also has been found that
deception may exacerbate some of the very methgalgoroblems it is intended to allay. For
example, critics of deception have argued thaticoatl employment of deception has the capacity
to reduce the pool of naive research participaagsapparent from research indicating high leakage
rates; e.g., Page 1973; Stang 1976) and evideggests that experimental findings can be
significantly altered by subject suspiciousnesstdygrior participation in deception research (e.g.
Finney 1987; Silverman, Shulman and Wiesenthal 1970

(Table 1 about here)
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Further, the findings are mixed as to the effectéss of debriefing in eliminating negative
consequences of deception, particularly when aeatonal debriefing is used (i.e., involving only
a cursory explanation of the deception). Moreogkthough designed to resolve ethical problems
and provide a methodological check on researchadsthdebriefing can have unintended adverse
effects on research participants, including a tdsself-esteem and embarrassment associated with
the realization that one has been deceived. Irtiaddihere is the possibility that persons already
deceived once may question the validity of inforioraprovided in the debriefing (Holmes 1973;
Ross, Lepper and Hubbard 1975).

Clearly, deception is less ethically justifiableth@ extent that it does not provide the
methodological gains that are claimed and whepatential harm is not effectively mitigated
through debriefing. Deceptive research practices hhve potentially negative implications for the
field, as they may reduce trust within the acadertoimmunity and diminish public trust in research
(Kimmel and Smith 2001; Singer 1984). Bok (19781 96) suggested that “each deceptive study
comes to contribute to a breakdown in trust.” WRigenger (2002) contends that such fears have
not been borne out despite increases in the udecafption, this does not rule out their possibifity
the future, especially with new communication teslbgies that could facilitate rapid and
widespread dissemination of information about etlhfccontroversial research.

The lower likelihood of consumer researchers emptpgevere deceptions relative to
investigators in related fields (such as sociatpsjogy) perhaps partly explains why deception has
been neglected as yet as a central issue in comsasgarch. Among the small number of articles
on ethics in academic consumer research, only dflamas focused on deception (Kimmel and
Smith 2001; Misra 1992; Singer 1984; Toy et al. 4, 9801). Nonetheless, consumer researchers

can seek guidance on ethical research conductdonies of the professional associations of the
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fields from which they draw. They will also be gedlby the norms of their own research
community and their institution’s IRB. We explarext these various sources of potential guidance
on deception.
TREATMENT OF DECEPTION BY IRBSAND IN ETHICS CODES

Institutional Review Boar ds and Deception

IRBs have a major potential influence over the afsgeception in consumer research, at
least in the United States. Host organizationseiagingly now require committee review prior to
allowing research to be carried out with humanipigénts. This is required of institutions in the
U.S. that receive Federal research funds and neends beyond psychology, sociology and
anthropology to social science fields less typycalisociated with IRB approval, such as history
(Shea 2000). There are problems, however, in rglgmIRBs for guidance: IRBs can maintain
inconsistent standards across time and instituaoilsresearchers may not always seek IRB
approval® Typically, little specific guidance on deceptianaffered in practice by IRBs a priori
(feedback on rejected studies may refer to probiliermae of deception) and researchers are
dependent upon preferences of the individual IRBhbers at any given time. Thus researchers will
often be guided primarily by departmental normsl(iding those of other departments where they
have worked or trained). While codes of the rel¢yaofessional associations often refer to an
important role for IRBs, typically it would be nessary to make recourse to these codes themselves
to obtain a priori guidance on the use of deception

A further limitation of IRBs is that they are an &nitan institution. The growing
globalization of consumer research means that@easing proportion of consumer behavior

researchers do not have access to IRB’s and mu& degisions regarding deception on their own.

2 Our exploratory survey of ACR researchers fourmbisistent use of IRBs within and across instingianly 47% of
the respondents at schools with IRBs (85% of tinepda) indicated that researchers in their depart@evays submit
studies involving human subjects to the IRB.
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In addition, IRB guidelines (and the codes reviewelbw) are American in origin and do not take
into account varying cultural sensitivities (eldgaly, Stephan and Urrutia 2007).
American Psychological Association Code of Conduct

The current code (APA 2002) is the result of a B@nhistory of development and revision,
including substantial strengthening of its reseauidelines in the wake of debate about the use of
deception in controversial studies, such as Milgsambedience research. It emphasizes voluntary
participation and informed consent as fundamentaigouisites for research with human
participants. These two ethical principles datekliadche 1947 Nuremberg Code, a general set of
standards formulated in order to prevent atroclikesthose perpetrated by Nazi researchers, and
the forerunner to all subsequent guidelines gowngrekperimentation with human participants
(Schuler 1982). The standards pertaining to deae i the APA (2002) code dictate that deception
should be used only if effective, non-deceptivecprures are not feasible; the research is noylikel
to cause physical pain or severe emotional disttEseptions that are integral features of the
study’s design are explained to participants aly @arpossible as part of a debriefing; and a ssudy
results are likely to be sufficiently important @aeise of “the study’s significant prospective
scientific, educational, or applied value”). Thalealso acknowledges that investigators may be
required to obtain institutional approval througkit IRB prior to conducting research.

These criteria have fueled extensive debate reggidterpretation of the principles and
their implementation (Kimmel 1996; Schuler 1982y atlespite attempts to obtain feedback from
researchers prior to the adoption of new versidrikeocode, there has never been a consensus
among APA members as to the specific wording ofstaedards for research or how to apply them.
In particular, the cost-benefit approach of theec@elg., weighing the benefits of study findings

against the potential harm of deception) remaiksyaarea of contention and a fundamental
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weakness, as we illustrate below. Further, sonte<of the code have argued agaarst use of
deception, because it is inconsistent with a regoént for informed consent (e.g., Baumrind 1985).
American Sociological Association (ASA) Code of Conduct

Although less directly applicable to experiment@hsumer research, the general guidance
on deception provided by the ASA (and AAA, belougoais important to consider. The criteria for
the use of deception in research in the current oddhe ASA (1999) are almost identical to those
of the APA (2002). The ASA utilizes the same costéfit approach, though it does allow a broader
interpretation of harm and requires IRB (or equewd) approval. Because sociologists commonly
use non-experimental methodologies, the code adediges that informed consent may not always
be possible or appropriate and suggests that itldimot be an absolute requirement for all
sociological research. When “sociologists may neexbnceal their identity in order to undertake
research that could not practicably be carriedaare they to be known as researchers,” researchers
can proceed if the deception poses no more thamaimisk for participants and if they have
obtained approval to conduct the research fronR&h(br an equivalent body). Like psychology,
the field has abundant examples of controversiegpigon studies (Allen 1997; Reynolds 1982).
American Anthropological Association (AAA) Code of Conduct

The AAA has a set of general statements on etlidsaaletailed code (AAA 1998). The
AAA ethical statements acknowledge that confliasa®en the various responsibilities of
anthropologists are inevitable and that choicewéen conflicting values will have to be made.
Toward assisting researchers in resolving thes#ictsn it recommends that priority be placed oa th
well-being of research participants and the intggf the discipline, and that when these condgion
cannot be followed, it is best that the researdhbeccarried out (at least as originally proposen).

deception, the AAA’s position is rather blunt ia @ssertion that “constraint, deception, and sgcrec
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have no place in science.” Further, the code sthtgs“Anthropological researchers have primary
ethical obligations to the people, species, ancénads they study and to the people with whom they
work. These obligations can supersede the goaekisg new knowledge, and can lead to decisions
not to undertake or to discontinue a research gtrdje

Thus, the extant codes are inconsistent with etleér and are ultimately ambivalent about
the use of deception. The APA and ASA codes tat@stbenefit approach, and while the AAA
appears to forbid deception, there is ambiguitthageneral wording of its code (e.qg., that ethical
obligationscan supersede the goal of seeking new knowledge).|&imiconsistencies are apparent
in the ethics codes governing therapeutic and argdanal research, and within international
contexts (cf. Kimmel 2007; NCEHR 2005).

Returning to the consumer research examples desdwd®ve, we find that the codes
provide little practical guidance. The cost-ben@fansequentialist) orientation of the codes resguir
an analysis of the anticipated benefits of thearse(assuming nondeceptive procedures are
unavailable). This is a difficult endeavor in thelds of medicine and psychology, let alone
consumer behavior and marketing, especially giherasserted managerial bias (Gundlach 2007).
As researchers of consumer behavior, we tend tgadae in our work, but it is not straightforward
to weigh the potential benefits of our researchdadety or to the scientific enterprise, particiylar
when most studies never see the light of day idigatibn. The existing codes do not help us to
decide whether it is acceptable to manipulate emmetio make a participant more responsive to
health related information, or whether it is cotriectell a participant that a real firm cares abou
their opinions when the firm is fictitious. The @ssuggest that the researcher ask whether these

actions are justified by the value of the reseaocihhow is such a judgment to be made?
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In light of the inherent limitations of the extanddes, we argue that there is a need for closer
scrutiny of the use of deception in experimentalstoner research. We turn to moral philosophy
for a better understanding of the ethics of deoepdind when it may be morally permissible.

ETHICAL THEORIES AND DECEPTION

As in other areas of professional endeavor, reeeesanay not give much thought to the
morality of their conduct; recognition of an etHissue requires “ethical sensitivity” (Sparks and
Hunt 1998). Assuming this recognition takes plaee would expect that a researcher’s
deliberations about the use of deception woulchbermed by his or her moral standards as well as
community and IRB norms. These standards or ptiegipan stem from multiple possible sources,
including one’s early upbringing, social and cudurorms, religion, and professional codes of
conduct. However, these standards may be inadetprtee task. The major theories of normative
ethics from moral philosophy provide more objectwel ostensibly the best-justified standards for
evaluating the ethics of human conduct (Beauchaddi ,2Shaw 1999).

A growing body of research in moral psychology segig that moral judgment in practice is
intuitive—the result of quick, automatic evaluasamther than the outcome of moral reasoning that
rationalist models predict (Haidt 2001). Studieggast that moral judgments not only stem from
intuition—albeit often with supporting analysisrationalize the judgment made—nbut draw from a
universal and innate moral domain that includesicaration of harm, fairness, loyalty, respect and
obedience, and purity (Haidt 2007). Both the pasimtadequacy of our own individual standards
and our tendency in practice to rely on intuitibighlight the importance of moral reasoning.

To be defensible, the researcher’'s moral judgmientiethe use of deception must be based
on sound moral principles, the validity of which dependstbe reasons advanced in their support.

Within moral philosophy, these reasons constitiietheories of normative ethics and are generally
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evaluated by criteria such as impartiality and \Wwhethey are logical and consistent with other
principles and our considered beliefs or commorsemsrality (arguably extending to universal
moral intuitions) (Beauchamp 2001; Shaw 1999). Gitree possible methodological benefits of the
use of deception, the applied principles also rhastufficiently compelling to counter possible
self-interested arguments to act contrary to ppieciThis provides further reason for researchers t
reflect on the merits and limitations of the prples that inform their use of deception.

Over its long history, moral philosophy has produoeny ethical theories from which we
might derive principles to guide consumer reseaschéhese theories are predominantly either
consequentialist or nonconsequentialist (Derry@reen 1989). Under consequentialist theories,
the morally right research study would be the dra produces at least as good a ratio of good to
bad consequences (e.g., in terms of welfare atyWitds any other course of action, including not
conducting the study at all (Beauchamp 2001). Undeconsequentialist theories, the ethical
evaluation of a research study would generallyeptfan assessment of its consistency with binding
moral rules or duties and consequences are natrofpy importance (Beauchamp 2001). One such
duty might be to tell the truth. Consequentialisalgsis is akin to the familiar idea of the cost-
benefit assessment found in the APA and ASA codbkie the obligations identified by the AAA
are more consistent with duty-based nonconsequishti@asoning. Although many provisions in
the codes are in keeping with ethical theory, teynot directly informed by moral philosophy and
their guidelines on the use of deception in reseaften seem ambiguous, inconsistent, and lacking
impartiality from the perspective of normative ethiPittenger (2002) draws a similar conclusion.

In marketing, the major theories of normative etthave been proposed to guide marketing
decision-making (Dunfee et al. 1999; Laczniak andgpity 1993). In an ethical analysis of

deception in advertising, Spence and Van Heek@@05| relied primarily on a consequentialist
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analysis, while Carson, Wokutch and Cox (1985) iappitilitarianism (the leading consequentialist
theory) and the duty-based (nonconsequentialisfrtes of Immanuel Kant (1724-1804) and
William D. Ross (1877-1971). However, Robin anddeebach (1993) have questioned whether
these “grand narratives” of moral philosophy coeNgr provide adequate guidance on the complex
problems of marketing ethics. Dunfee et al. (1989)esponse, turned to social contract theory.

A small number of studies have explicitly appliegdries of normative ethics to the issue of
deception in research. Baumrind (1964; 1985: 1645 one of the first to question the ethics of the
Milgram experiments and in a series of seven adiergued that deception in research was
“unethical, imprudent and unwarranted scientifigdlBaumrind (1985) provided a formal ethical
analysis drawing primarily on utilitarianism in pesise to perceived inadequacies of the APA code,
as well as the continued use of severe deceptlumcied a study conducted with IRB approval
that included manipulating physiological arousal aidrug falsely described as a vitamin injection.

Utilitarianism, first developed by Jeremy Benthalii48-1832) and John Stuart Mill (1806-
1873), takes two major forms (Shaw 1999). Act tatilanism looks to the consequences of a given
act in a particular situation. Rule utilitarianigrlds that the welfare maximization criterion sltbul
not be applied to individual actions but to mormadles as a whole. Baumrind (1985: 166) questioned
the implicit act utilitarianisnof the APA code (and assumed IRB deliberationsjeumvhich it
might be concluded that “the long-range benefita ofever bit of deceptive manipulation outweigh
the short-range costs to participants of beingistlede’ Consistent with the standard critique (Frey
2000; Shaw 1999), she rejected act utilitarianigeabise it fails adequately to consider the
substantive rights of the minority (participantaflagnores long-range costs (to society as well as

participants) Under her preferred rule utilitarian approach, leind (1985) relied on three

% There are considerable objections to act utilitsism, many of which reflect a perceived inconsisyebetween
commonsense morality and an act utilitarian analysimong the more significant criticisms are proideassociated
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“ethical rules” generally accepted in Western siycitne right of self-determination within the law
(informed consent), the obligation of a fiduciatlyg researcher) to protect the welfare of a
beneficiary (the participant), and the fiduciarglgligation to be trustworthy for social stability
reasons. She concluded that deception in researabrially wrong and recommended research
strategies in lieu of deception. However, her asialgoes not appear to consider a wider set of
possible rules or plausible obligations (e.g.,seaecher’s responsibility to create knowledbe).
Toy et al. (2001) also applied utilitarianism tacdption and identified a list of prototypical
benefits and costs for the various affected patitgeholders), though it is likely that in praeti
there would be many more potential effects thas ltki suggests, not all of which could be
identified a priori or their impact accurately foast. Reynolds (1982) proposed a pluralistic
framework that draws on rights, “personal moralitgésentially, virtue ethics, another
nonconsequentialist theory), and the role expextatof social scientists, as well as utilitarianism
This approach recognized the potential for the weakes of one theory to be offset by the
strengths of another. It poses the problem, how@fdrow to weigh conflicting conclusions of
different theories. Thus Atwell (1981) rejecteditarianism not only because of the problem of
fully identifying the consequences of deceptiort, ddao because it is inconsistent with Kantian

ethics (arguably the leading duty-based, noncoresgdlist theory) and the belief that it is wrong

with act-utilitarianism’s aggregative, maximizirend impartial characteristics. Determination of tigltness of an act
is made on the basis of whether it would providedteatest total welfare and without regard to hélities or
disutilities are distributed. Under act utilitarism any means can be justified by a good enoughladded, a
researcher likely would be obligated to conductigs harmful to participants if this maximized totelfare. Act
utilitarianism’s impartiality ignores existing rél@nships where we might ordinarily believe speoialigations should
be upheld (e.g., a researcher’s perceived obligatio student research participants). More probierfram a practical
standpoint are the difficulties inherent in fordaas utility as well as making interpersonal compans (Frey 2000).

* Proponents of rule utilitarianism believe that ghiamce with a limited set of simple rules is likeb be more
conducive to welfare promotion overall, less likedybe inconsistent with commonsense morality (tetn
utilitarianism), and more in keeping with widespteaderstanding of morality as a social code. trigcized,
however, because it is ultimately unclear whichiaaales would maximize human welfare and, momdamentally,
because it eventually collapses into act utilitsisen, as rule utilitarianism surely would favor asimple rule that one
must always do what will maximize the good (HooR@60; Lyons 1992).
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to “use” people by manipulating, exploiting or deagg them. Taking a rights approach (Dworkin
1977), Atwell proposed the criteria of informed sent and nonrisk to participants, and consistency
with the ideals of human dignity, respect for pesseself-determination and sense of personal
worth. Toy et al., Reynolds and Atwell see decepsitudies as potentially morally justifiable, but
the specificity of the guidance provided is unliké be sufficient for decision-making on specific
deception study designs, aside from the well-reaghlimitations of their chosen theories.
Pittenger (2002: 120) examined deception from lgarian perspective because it is a
“ubiquitous feature” of the APA guidelines and “tsiandard” used by IRBs. He draws on Rawls’
perspective on (rule) utilitarianism in an attertqpbvercome the complaint that it favors the
majority at the expense of individual rights. Howewvhile he makes some interesting procedural
suggestions for deception studies that we lateudss his ethical analysis leaves unaddressed many
of the standard criticisms of utilitarianism (notaabve). Kimmel and Smith (2001) examined how
both utilitarianism and Kantian ethics might infoathical evaluations of deception studies. Their
analysis suggested that deception is more likebetpudged permissible from a utilitarian
perspective than a duty-based perspective, consistth Pittenger (2002) (and Toy et al. 2001).
However, Kimmel and Smith (2001) ultimately rejettdilitarianism on both theoretical and
practical grounds, concluding that a duty-basedyaisaoffers the possibility of a more clear-cut
determination of the ethics of deception. We codelthat while consequentialist theories shed light
on the ethics of deception and clearly inform IR#8ilakrations and codes, they provide an uncertain
analysis (non-utilitarian forms of consequentialisotwithstanding), not least given the likely

underweighting of effects on participants, andarénadequate guide for consumer research.
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A traditional interpretation of Kantian ethics wduikely reject deception studies as
impermissible’ However, Kimmel and Smith (2001) suggested deoapti research might be
permissible under Kantian ethics in a limited deticumstances (notably, the participant’s
understanding of and acquiescence to a fictionedday the researcher). Building on the prior
applications of ethical theory to deception, inahgdKimmel and Smith’s use of participant consent
to deception, we apply social contract theory, mcoasequentialist theory not as yet used to our
knowledge in relation to deception studies. We s8gd is superior to utilitarianism and the other
theories applied to date in at least five key retpd1) it presents a more plausible basis than
utilitarianism for examining the moral justificatidor deception studies, both theoretically and
practically, not least given its use of participaahsent; (2) it is more intuitively appealing (and
thus more accessible) than making recourse to (taicgrights, if obligations to participants ace t
be given due consideration; (3) it provides scapedentifying principles to govern researchers’
use of deception; (4) this, in turn, allows for maepecific guidance to researchers; and, finahly, (
SCT’s merits are recognized in its recent riserampnence in business ethics (Dunfee 2006).

A SOCIAL CONTRACT APPROACH TO DECEPTION

Social contract theory developed in responsenteeal to provide a justification for the
legitimacy of government at the time of the soaglheavals in seventeenth- and eighteenth-century
Europe, though it assumed the character of anatthgcwell as a political theory (Wempe 2005;
Sayre-McCord 2000). As dissatisfaction within pedphy has grown with utilitarianism and other
competing theories, moral contractarianism has agenival (Sayre-McCord 2000) and not least in

business ethics (Dunfee 2006; Wempe 2005). Nokiag“business ethics scholars have searched

® Under the first formulation of Kant's Categorid¢aiperative (Formula of Universal Law) to lie wherisi convenient
to do so could not be universally adopted as a mdai action. Kant also viewed lying as a violatwina duty to
oneself and deception studies may be viewed ag psirticipants as means rather than ends, botihichvare
inconsistent with his Formula of Humanity (anotfemmulation of his Categorical Imperative) (Hill QD).
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several decades for a comprehensive moral the@abda of guiding and constraining everyday
business conduct,” Van Oosterhout, Heugens andeita(f006: 521) claim that “social contract
theory in general... and integrative social contréet®ry (ISCT) in particular... appear to be best
able to provide the basic conceptual structurédeibuch sought after theory.”

Dunfee’s (2006) review identifies a long list ofgess on ISCT following its introduction to
the field ten years previous (Donaldson and Duaf&®4). In marketing, it has been offered as a
promising theory for marketing ethics (Dunfee etl@99) and has been used as a basis for
analyzing the effects of monitoring on interfirmateonships (Heide, Wathne and Rokkan 2007).
While both these examples use ISCT, we adopt tesid form of SCT found in Donaldson (1982)
or Sacconi (2006). This serves our purposes whidéding some of the complexities and perceived
limitations of ISCT (Dunfee 2006; Wempe 2005) (atel discuss how our approach might be
developed to incorporate ISCT and provide additiomaght on cross-cultural research). Although
critical of ISCT specifically, Wempe (2005: 114)ites that “the social contract model still is one
of the most promising approaches for normativeriespincluding theories of business ethics.”

The classic contractarian approach is to specsiyleptimal set of circumstances (or pre-
agreement condition) that provides the impetusfoactual or hypothetical agreement among the
people affected and their consent to a “contrdwlt treates a more optimal situation (Becker 1992;
Donaldson 1982; Sayre-McCord 2000). The normatitbaity of this contract rests on the
assumption of consent by rational persons to itaggBecker 1992; Donaldson & Dunfee 1999).

Kantian contractarianism, more specifically, refteiant’s insistence that acting from moral
duty is at the core of the human condition, with slocial contract approach used to identify what

such a morality might consist dfts prime exponent is John Rawls (1971). A keyifemof Rawls’

®Sayre-McCord (2000) identified two main approadesontractarianism today: what may broadly be ati@rized as
Kantian contractarianism and Hobbesian contracieia. The Hobbesian approach uses a contractagarefvork to
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pre-agreement condition (which he calls bréginal position’) is the ‘veil of ignorance’, aording
to which he asks what principles governing behawiemight agree on were we to be ignorant of
our individual circumstances and how we might bemefsuffer as a result of the principles
specified. The impatrtiality required by this appro@ives the agreed principles moral legitimacy.
The mutual agreement of the contractarian approsdms that morality’s demands can
claim the allegiance of all and, by governing olfebeough principles others could endorse, there
is equal concern and respect for the self and stteicontrast to utilitarianism, there is less
likelihood of unfair distributions of utilities af moral judgments inconsistent with commonsense
morality, and this approach does not require diffitorecasting and interpersonal comparisons of
utility, with all the effort and potential for bidkat this would entail. Neither does it necessitae
demanding absolutism of traditional Kantian ethlossum, Kantian contractarianism addresses
many of the perceived failings of other major natineatheories of ethics (Sayre-McCord 2000).
There are two fundamental criticisms of SCT. Tingt foertains to the problem of absence of
actual consent. In contemporary moral contracteamnreliance generally is placed on hypothetical
consent—what people might rationally be assumextsent to under given circumstances (Sayre-
McCord 2000). This changes the basis for claimiogmative authority of obligations established
via social contracts. Normative authority restdlmreasons advanced for giving consent, rather
than consent per se—though arguably this is prelieta the possible bad reasons or coercion that
might exist with actual consent (Rawls 1971). Teeonid fundamental criticism is that social
contract theory in the end falls back on other raiive theories and does little real work itselfeTh
contributions of Rawls (1971), Donaldson (1982)nBldson and Dunfee (1994; 1999), and others

show how social contract theory can contributetlical decision-making in non-trivial ways.

show that there are non-moral (self-interestedyampa to justify human concern for morality’s contend demands. In
many respects, the two approaches are complemeantdrwill be treated as such in our use of cordaramism to
identify moral principles guiding the use of dedeptin research.
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Social contract theory is based on the idea tleaathhority of moral principles can come
from the agreement of those affected. Thus, asraatove theory of ethics, contractarianism claims
that binding moral obligations may be identifiedailigh the agreement (hypothetical or actual) and
consent of moral agents. Extending this idea t@plie research practices suggests that normative
justification for deception could rest on an agreatrbetween researchers, research participants,
and other affected parties, within an appropriateffted social contract.

The literature contains references to social cotgria research (e.g., Lawson 1995, Rosnow
1997), but only Schuler (1982) appears to haveiegphe idea to any depth. He suggested that
there is a social contract within which the reskagrartners exchange elements of cost (e.g., the
participant’s time, psychological stress, and #searcher’s investment of effort) and benefit (e.g.
the participant’s increased understanding of seemal the researcher’s satisfaction of scientific
interest and scientific success). However, Schallgnrpose in identifying a social contract was
primarily descriptive: “to help us understand the experimental situatiosuch a way that we can
develop criteria for evaluating the behavior ofiabscientists” (1982: 64). His largely implicit
(utilitarian) criterion for evaluating the ethicbastudy appears to be whether there is a balanced
exchange of costs and benefits by researchersatidipants. In contrast, we advancecamative
social contract that identifies conditions underclildeception is or is not morally permissible.
Developing a Nor mative Social Contract for Deception in Consumer Resear ch

Our task in following a contractarian approachléception is to specify a pre-agreement
condition that one could imagine would provide miéint reason for consumer researchers and their
participants to agree on how research might bewdsd. The terms of this hypothetical agreement

or ‘contract’ must then be shown as likely to beemtable to all affected partiéJhis is at the core

" Aside from hypothetical formulations being the staml approach to social contract theory today, eliete that a
contractarian approach whereby individual reseascaed their research participants would develoactral
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of contractarianism for it is on this basis thatwight presume consent and thus the normative
authority of the moral principles identified (SayviCord 2000).

In keeping with the classical approach to con&ia@hism, our starting point is to identify an
undesirable state in the same way that Hobbesathan (1651) used a “state of nature” where life
in a world without state government would be “a whman against man” and “solitary, poor,
nasty, brutish and short” (Hampton 1992: 544) andd)son (1982), in developing a social
contract for business, postulated a state of iddiadi production, a world without the benefits of
large organizations. A plausible pre-agreement tmmdthat would serve here is a situation where
no deception in experimental consumer researcariigted. In this (as yet) hypothetical world,
much current consumer research would not be pebtessnd while many research topics might be
examined using non-deceptive procedures, someroestepics likely would be inadequately
investigated or not addressed at all (e.g., plaedfects, automaticity, memory). This pre-
agreement condition is not as outlandish as it ragipear (though whether this could actually
happen is not essential to developing the sociatraot). IRBs are becoming increasingly restrictive
(Azar 2002) and fully informed consent cannot rBacibexist with deception (Baumrind 1985).

The no-deception starting point would clearly pdevan incentive to most consumer
researchers to seek an agreement where some deeegpttion is permissible. Arguably, given the
potential benefits of the knowledge emanating faommsumer research and the more direct possible
benefits of research participation (Schuler 198®re would be an incentive for participants atso t
seek such an agreement (and studies have showpettiatpants are accepting of some forms of

deception, e.g., Christensen 1988; Epley and H28B1 Smith and Richardson 1983). Moreover,

agreement governing their interaction and the rebegarocedures and methods used would be unworkabhsultiple
counts. Reasons include the differences in powaodfamiliarity with research that generally exigttween researcher
and participant and the possibility that particifgamight consent to costs that they are uncertaam are willing to
accept in order to obtain an attractive incentive.
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we incorporate in this pre-agreement condition asg&®awlsian original position, whereby
researchers and participants are unaware of egdective roles in research. Thus, not knowing
whether they are to be researchers or researdhbiparts, we ask, what principles governing
deception in research would the parties (our ‘@uottrs’) agree to? What follows are principles
proposed to govern the use of deception in res¢hattemerge from a prototypical social contract
analysis—what our (hypothetical) contractors, scije a “veil of ignorance”, would agree to.
PRINCIPLESTO GOVERN THE USE OF DECEPTION IN CONSUMER RESEARCH

First, it is reasonable to assume that our ratiooatractors would, at minimum, be
consistent in their principles with the constraiotsdeception agreed by researchers within the code
of the root discipline of experimental consumeeegsh, not least because it is based on research
with APA members (APA 2002). Thus, we would expsgteement on the following minimum
conditions found in our first principle:
1. Consumer resear chers abide by the constraints on deception established in the extant

code (APA 2002): a) Fundamental to any research study isrespect for human dignity

and a commitment to voluntary participation and infor med consent; b) Participants

arereminded that their participation isvoluntary and that they can and should

withdraw from a study at any time if they have concer ns about procedures used (and

receive full promised compensation, including cour se credit); c)Deception isonly used

whereremedial measur es are employed, including forewarning and debriefing, as

appropriate; d) Har mful deceptions are never per missible.?

As well as reflecting the key provisions of the AB@de, it is possible to show that the
above constraints would likely also emerge frorrst principles social contract analysis. For

example, respect for human dignity would likelywseas the basic starting point for our social

contract between researchers and participanssaltentral feature of Kantian contractarianism and

8 Note that we make no mention of deception onlndgistified by the prospect of significant sciéintbenefit and we
also refer only to @ommitment to voluntary participation and informed consetthea than asserting that they are
categorical imperatives (i.e., unconditional). Tisibecause scientific benefit, voluntary partitipa and informed
consent are fundamentally problematic to estalitigiractice, as earlier discussed.

27



more broadly, is well established in philosophy anchmonsense morality as fundamental to any
worthwhile human endeavor. Thus, in regard to parend b), we would expect our contractors
(hypothetically) to agree to act to preserve huntignity at all times. Voluntary participation and
informed consent are derivative of respect for hulignity and fundamental principles found in
the Nuremberg Code (Schuler 1982). Human digniégpmes autonomy, which therefore would be
valued by our contractors and exercised in a reegantext by informed participants freely
choosing to participate in research. In regardaitspe) and d), harmful deceptions would be ruled
out on multiple counts, not least of which is thdely-identified duty of professionals to do no
harm (also see principle 4). Avoiding causing h&orothers is also said to be a universal moral
intuition (Haidt 2001). Remedial measures are maguas a consequence of the do no harm duty,
because any potential for harm would need to benmmed or any harm caused redressed.
However, as well as the restrictions evident inAR& code, our social contract approach
also suggests six principles that go substantislyond it. Whereas some researchers might see
further principles as adding additional constraittiey can be demonstrated to be grounded in our
contractarian formulation and worthy of considematnot least because, in contrast to the code,
they reflect a less biased approach through exjplicorporation of the participant’s perspective.

2. Deception isalast resort. It isused only wher e resear cher s have established that
alternative and valid research procedures are unavailable.

As we have discussed, deception is problematicsagial practice and should be
minimized if not avoided altogether (Baumrind 19B5k 1978). Nonetheless, we claim that our
contractors, unaware of whether they are resea@dreesearch participants, are coming to an
agreement because they believe some scope fortaecepdesirable due to the potential benefits
that deception studies might bring, as some rebBeeshave found with prospective research

participants (Pittenger 2002). However, they waudely wish any such deception to be avoided if
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at all possible. After all, they might be partiapswho could be lied to and potentially could do
something they would otherwise not choose to deeAsg that deception islast resort is far less
ambiguous than the APA guidelines. It obliges redeas tdfirst evaluate alternative non-
deceptive methodologies with the potential to adégjy test the relevant hypotheses or otherwise
achieve research objectives. Deception is onlynaltely adopted given serious methodological
shortcomings identified in non-deceptive designs.

Further, we would expect our contractors to agneeresearchers should not merely
conclude that deception is necessary; they hawbkgation to consider whether there are valid
alternatives to the use of deception in any gitadys This could come from consideration of non-
deceptive designs used in previous published studig it might extend to empirical analysis, such
as running pilot studies where the results fronegéon and alternative conditions are compared
(see Rosenthal and Rosnow 2007). While this doesrtieat a small number of subjects are
exposed to deception (contingent on the deceptamglconsistent with the other principles
identified here), this is preferable to the unneaegexposure of a larger number of participants.
These pilot studies could be reported so that coesuwesearchers can accumulate knowledge of
which types of deception are unnecessary and wdiiemative practices are valid.

Given that deception may be used (and thus abskpirfformed consent), our contractors
would likely assert that researchers have an dihigdo identify and eliminate research procedures
that might have caused a participant not to padie, were he or she to have known in advance of
the procedure. Evidently objectionable proceduhesilsl be dropped. The researcher may not be a
good judge of whether a procedure is sufficientighpematic but this again can be addressed
empirically through, for example, the use of rolayng and quasi-control techniques (see

Greenberg 1967; Rosenthal and Rosnow 1991). Cleavipuld be costly to test every new

29



research procedure. However, a further safeguasdriistressing that participants can withdraw
from the study, especially as researchers can rieNg@anticipate individual participant responses
to research situations.

3. Resear chers never expose participantsto proceduresor risksthat they themselves
would be unwilling to accept if similarly situated.

Because we envisage our researcher and partigpatractors in a quasi-Rawlsian original
position, they are unaware of their respectivesateresearch. It follows, therefore, as a minimum
condition, that they must agree that researchetddymot be willing to impose procedures or risks
on participants that they themselves would be dmgito accept. This principle also finds support
in the Golden Rule—do unto others as you would lige do unto you—evident in every major
religion and many philosophical traditions (Shav®4p as well as codes of medical ethics. People
vary in their willingness to assume risks (Atwedigll) and researchers, given their vested interests,
might be more willing to accept risks. But we bediat is reasonable to assume that that our
contractors would not permit “kamikaze” participamtilling to expose themselves to the risk of
long-term harm in the name of science or in ordeeteive attractive incentives.

The cost-benefit approach utilized in existing @dpens the door for deceptions that could
bring lasting (albeit unanticipated) harm to papénts. Indeed, the APA (1990, p. 395) has stated:
“Research procedures likely to cause serious tintaBarm to a participant are not used... unless
the research has great potential benefit and fimlrmed and voluntary consent is obtained from
each participant.” However, we expect that our @uotors, wishing to avoid harm to themselves
and others, knowing that fully informed consemas possible when there is deception, and
suitably skeptical of the claims of great benesiteiny individual consumer research study, would
agree that researchers should not knowingly expadeipants to significant risks of harm, such as

physical harm, psychological stress, physical sirasxiety, loss of trust, and disappointment.
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4, Resear chers never expose participantsto therisks of potential lasting harm.

In some consumer research, the risk of a low lef/elarm can be quite great. Yet the
benefits of these studies could be impossible hieze without deception. It is quite possible that
our putative participants would agree to theseistuthking place subject to adequate debriefing (as
well as the other principles identified here). Hoee they are also likely to require no lastingrhar
Thus, going beyond the extant codes, we stresdlggation not only to identify the risks of harm,
but also to differentiate between risks of permamanm, which would be impermissible, and risks
of temporary, low levels of harm that participamight agree to and would be permissible (if given
the opportunity to opt out). An appropriate staddar researchers likely would define risks of low
levels of harm as being comparable to what migh#xXperienced in everyday life (e.g., mild
embarrassment, shocking event in news reports)nanlikely to create false beliefs about central,
important issues related to the self-concept asqueaal behavior. Thus we expect our contractors to
agree—because of putative scientific benefits—thiéd deceptions that do not result in lasting
harm would be permissible if they are unavoidahted(consistent with the other principles).

5. Resear chers explicitly forewarn participants that deception is often used in consumer
resear ch studies.

This principle reflects our contractors’ presumedick to meet the commitment to informed
consent and voluntary participation by reducingittfiermation asymmetry that typically exists
between researcher and participant. Our contraatoutd likely insist on the use of forewarning
and debriefing to the fullest extent possible, bbeeause they also value research—without
fundamentally compromising the study undertakercointrast to the extant codes, our contractors,
given the velil of ignorance, would presumably faganore extensive role for forewarning.

Thus, as an appropriate starting point, participahbuld know what to expect from

participation in research studies. This could csinsdi a ‘pre-brief’ overview of the research praes
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at the start of the experimental session (befonseat forms are signed). During this session
participants can be notified of the possib$e of deception (unless it is never used), and the
methodological rationale for the use of deceptian lbe discussed. Conceivably, researchers might
refer to the use of ‘misinformation’ (Schuler 198#)ere mild deceptions are employed. More
generally, participants should receive an ovenaéwhe specific research procedures, particularly
those that might influence their decision to pgstte, but without overburdening them (e.g.,
participants need not be informed that the laboyatoat room temperature, but would need to
know if it is maintained at just above freezingdr Btudent subject pools, some of this briefing
could be contained in the induction session astag of the academic year (e.g., methodological
rationale for deception).

This principle goes beyond conventional forewarmpngcedures by making the
acknowledgement of the use of deception expliaiuably, participants are no longer lied to if
they agree to the idea that misinformation is &‘nf the game’ and the particular nature of the
social interaction in a research study is explained
6. Resear chers plan for participant vulnerability. They anticipate and make allowances

for possible vulnerabilities of participantsin developing studiesthat use deception and

in seeking infor med consent.

We expect that our contractors will be cognizdrthe many variations in the characteristics
of potential research participants and would wisprbtect those who are vulnerable, not least
because vulnerability can be situational and atiegbody, including themselves (e.g., recently
bereaved). Thus, researchers would consider thelpesulnerabilities of their research
participants that might affect their experiencehaf deception or the limitations these vulnerabgit
might impose on understanding deception or its eguences. This is relatively straightforward

with children (and research codes often acknowlesggeial obligations of researchers towards
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children). It is more difficult with vulnerable altisi (e.g., disadvantaged consumers or the mentally
ill) or participants from different cultural baclaymnds. Thus, this principle may well require pre-
tests and related steps to test the vulnerabilifi¢srget populations.

7. Resear ch participants cooperate fully and in good faith in aresearch study they have
agreed to participatein.

Finally, our contractors are also likely to ideptifbligations of research participants. We
would expect our contractors to agree that resgaadiicipants should carry out the researcher’s
instructions as directed and to avoid practicesttiight reduce the study’s effectiveness (e.g.,
‘leakage’). This could be communicatas part of the pre-briefing envisaged under Priacip

IMPLICATIONS & RECOMMENDATIONS FOR PRACTICE

Investigators often are compelled to weigh methogickl and ethical requirements in order
to choose whether and how to pursue particulaareBegquestions. The ethical principles relative to
the use of deception that we have identified fropo@al contract analysis suggest a series of
recommended practical steps. These steps arewstrdatithin a decision tree (see Figure 1) that
serves to inform choices about the possible uskeoéption in consumer research.

(Figure 1 About Here)

Sep 1. The first step is to determine whether a plannedysinvolves some form of
deception, whether active (by commission) or pa&sf@dy omission). Deception by omission can be
difficult to identify, especially as researcherpitally cannot be expected to conweery aspect of
an investigation’s procedures. A key test for redeas is whether they would want to be provided
with certain omitted details of the study if simnijasituated (Principle 3).

Sep 2. The next step is to assess the availability efatife non-deceptive alternatives, as
required by Principle 2 when deception is identifieet us return to the example of the high

commitment manipulation discussed above, wherecgaanhts were told that their photo and a
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recording of their thoughts would be passed omtmterested company. As an alternative to this
deception, the experimenter could have asked jatits toimagine a scenario where their
thoughts were going to be sent to a company, antbpland recordings could have been made to
increase the realism of this scenario. Given tise &@ath which involvement and commitment can
be manipulated by asking participants to imagiseemario (Andrews and Shimp 1990) it seems
likely that a scenario-based procedure would hasalts similar to those obtained through
deception. Similarly, in a recent study in JMR atyibg decisions, realism and interest were
increased by telling participants that a new stemald soon open on campus, and that their
judgments would help in decisions about producttdck. Again, it seems likely that similar
results would have been produced by simply askargjgypants to imagine that their judgments
would be used in the stocking decisions of a canspur®. This is, of course, an empirical question,
and consistent with Principle 2, could be examitimedugh pilot testing.

If ethical concerns about deception are to be tadigressed, a shift in the perspective and
priorities of journal editors and reviewers mayreguired. Researchers could be encouraged to
provide evidence from pilot studies that decept@s not necessary (e.g., a scenario approach was
as valid as deception), or, if deception has beewal uesearchers could provide evidence that it was
necessary. Thus, we suggest a recalibration dfdlde-offs made in academic publishing: authors
could be encouraged to provide data on whethempdiecewas necessary, and there could be less of
a fixation on demand effects (which have been shiovaifect results less than is commonly
believed; Shimp et al, 1991). In the long run, #pgroach could allow the field to develop its own
knowledge base and norms about when deceptionis pot, necessary.

Seps 3, 3a and 3b. Whereas the selection of an alternative non-deceptiethodology

would bring the decision making to an end, theiiiitglio find an alternative to the original
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deception would next require the researcher tdfaldyeevaluate the potential harmfulness of the
deception, even presupposing the use of such rahmadasures as forewarning, debriefing, and
desensitization (Misra 1992; Toy et al. 2001).

The determination of whether or not a planned ptoceis potentially harmful can be
difficult. For guidance regarding these judgmeRtsnciple 3 indicates that assessments of harm
must take into account an understanding that paatits should be treated as the researcher would
wish to be treated. At minimum, this standard can be used as a meastine otk of harm.
However, when it comes to the studyquestion, researchers are not participants laeylhay
need to test their perceptions of the risks of h&@me approach is to provide a scenario of the
study’s procedure to respondents representatitteose who would participate. After reading the
scenario, respondents can rate how they wouldafemit participating in such a study and
researchers can probe with questions, such asofiiiething were to upset you about this study,
what would it be?” In this way, researchers codkehiify possible harmful aspects of the research
and modify procedures accordingly (or drop the gtutihis approach to assessing harm is akin to
the employment of quasi-control participants faertifying an investigation’s demand
characteristics (Rosenthal and Rosnow 1991). Reptatsve participants are asked to reflect
“clinically” on what is happening during a studydato describe how they think they might be
affected by the research context and the experaheméents.

For example, in a pilot test for the restaurartfsgudy earlier described, participants could
have been asked to assume the role of a restaawaetr who has received a bogus letter describing
a severe case of food poisoning. A variety of g@ediarms might be foreseen, such as the
resulting anxiety experienced by the owner, the fifdime devoted to an investigation of the

claim, a rupture in vendor-supplier relationshigrsd a loss of self-esteem at having been duped.
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The participants might be in a better positione@ecpive additional harms that the researcher
neglected to consider because they do not havetadseterest in the study, such as a loss of trust
in the research process and the researcher’aiistitthat could result from unfavorable publicity
about the study. By contrast, the role-playingaesiteurs might point out that food poisoning
claims are not uncommon, that they would not belyilto cause undue duress, and that restaurants
would likely have a formal procedure for processsngh claims.

Returning to the trust violation study, alternatprecedures could first be identified and
tested (e.qg., telling participants that the phetwise website was created for the study). If
alternatives proved not to be valid, participamsld respond to description of the original
(deception) study. Through this process the rebessaould assess the potential harm of the
deceptions. For example, they might find that hgyhotos lost would be extremely upsetting to
participants. Thus, an alternative transgressiahithless upsetting could be developed. It is also
possible that there is no transgression that wgeiterate the anger that is required for the study
that is not also viewed by participants as too Haknn this case, researchers would need to decide
whether to run the study at all, and might findestapproaches to investigating the topic.

The decision tree suggests that deciding not wy caut the study can follow from an
assessment of harm resulting from two possibilifigsthe deception is apt to cause potentially
harmful outcomes, even with the use of remedialsuess, or (2) the deception is likely to be
harmful because of the vulnerabilities of someoif @l participants and it would not be possible fo
such participants to be screened out (see steps®ab). Principle 4 asserts that exposure of
participants to potentially lasting harm is notrpessible, while acknowledging different levels of
harm. Principle 6 reminds us that the diagnosigodéntial harm is notably relevant when

investigating vulnerable populations whose membwag be particularly susceptible to the
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consequences of deception. Further, any populaaampled in research can include vulnerable
members. For example, a study on the marketingalti prevention that induces anxiety about
cancer may not be harmful to most participants nlight pose risks to already anxious individuals
or someone who has recently lost a family membertdicancer.

We recommend that researchers consider the pdtefigats of deception on the most
vulnerable members of the participant populatidnisTan be done by imagining the reactions of
vulnerable participants (the shyest student, thstlsecure friend, etc.) or conducting the scenario
based research described above. Further, partisipdro say they would not feel harmed by the
research process could be asked to describe thefyperson they think might be harmed. This
information can be used to alter procedures ortifygpotential participants who should be
excluded from the study (Step 3b).

Sep 4. In cases where it is apparent that deception i&elglto result in harm, the final
decision step requires the researcher to consiblether the deception threatens participants’
dignity. Beyond ensuring that participants arehmined, the terms of the social contract also
require that participants are treated with digaity viewed as important stakeholders in the
research process. One approach is to compensatarti@pant either monetarily or otherwise. For
unpaid participants, particularly, an effort cannbade to create a learning experience from
research participation. Students can learn abewrigs relevant to the study and to their
coursework. In the view of Rosenthal and Rosnov@ (] 9by treating participants as though they
were another granting agency, giving researcheis time instead of money, the research
relationship can become more reciprocal, reseamtegures more humane, and the investigations

more meaningful for all parties involved.
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One can argue that deception itself undermineditirety of research participants in the
sense that to be lied to is to be told that onenigorthy of the truth. Indeed, research suggesits th
researchers may denigrate their participants aswdtrof deceiving them (Toy et al. 2001). The pre-
briefing session that we suggest in Principle Scivivould include the forewarning that deception
will be used, helps to preserve dignity, becauseviarning allows the participant to choose to
“opt-in” to the deceptive situation. For examples tUniversity of Michigan allows students in
introductory psychology courses to choose betwegticpating in non-deception studies only,
participating in either deception or non-decepstudies, or completing an alternative assignment
(which takes less time and effort than participgiimresearch). Through this procedure
respondents retain the freedom to choose to gaatiein a deceptive study.

Final checks. If the foregoing steps have been followed consmesty and, despite the
researcher’s good faith efforts, the deceptiomavoidable, the study would be consistent with the
principles identified in our social contract anadysf deception and could be asserted as morally
justifiable and undertaken on that basis. Howetves, recourse is taken with the following caveats:
(1) participants are aware of procedures (includiggpotential use of deception); (2) they
understand their right and obligation to withdrg8); remedial measures, such as pre-briefing,
debriefing and, if required, desensitizing (Toykt1989; 2001) are employed; and, (4) participants
are compensated, in some form, for their particymat

CONCLUDING REMARKS

Content analysis as well as more anecdotal dagestithe use of deception in consumer
research is widespread and possibly without uselefjluate remedial measures. This use of deception
poses a dilemma for many consumer researchers.ttedityi our proposed solution is not without

potential costs: it requires researchers to exgente additional effort and resources, it induces
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reviewers and editors to adjust perceptions of whastitutes good research, and it requires thmeso
topics will not be investigated as easily or agaighly as is ideal. On the other hand, as consumer
researchers we are not without the skills and istigahecessary to conduct research that is both
ethical and valid. Through a modest increase ot pésts we could also develop a better
understanding of when deceptive practices are ateplnecessary to preserve research validity and
take a more informed approach to designing deceptitat do not cause severe or lasting harm.
Having stressed that deception should be a lasttresir proposed seven principles, identified
using SCT, provide the basis for well-grounded prattical recommendations on decisions about
studies that might still call for deception. It He=en noted that SCT, while having many strengths
relative to alternative theories of normative ethand increasingly prominent of late, does have
certain limitations. Not least of which is the udénypothetical consent and, quite conceivably, som
of the proposed principles or their justificatodifece might be questioned. The onus then would be
on the questioner to proffer countermanding prilespvith appropriate support. A further limitation
stems from potential cultural differences influengcapplication of the principles (e.g., understagdi
vulnerability in a different culture consistent vprinciple 6). One approach would be to extend our
analysis to incorporate ISCT (Donaldson and Dudf®9) to better account for local norms.
Nonetheless, we offer experimental consumer reBees@t least an initial solution to the
dilemma of deception and a basis for justifyinguise to themselves and others, such as IRBs.
Potentially, this also may lessen the prospedi@icbnsumer research field eventually having td dea
with its own controversial studies akin to thosat throused such contentious debate in the root
disciplines. Finally, we hope our principles andammendations may be useful to other relevant
parties in the research process, including revisweurnal editors and review board members, ak wel

as to researchers using different methodologiesimsumer research and, perhaps, in other fields.
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Issues Linked to Deception

Table 1: Studies of M ethodological and Disciplinary Consequences of Deception

Degree ot&f

Research Evidence

Methodological

1. Participant suspiciousness Medium to high
(use of deception leads to (>2Eeels of
an increase in suspiciousness  _ suSpicions
among research subject pools) Low (0-25%)

levels’

2. Effects of subject suspicions Significant effe
(suspicions linked to the use of (betweenaaivd
deception influence current or aware participp
future research performance) No effects

3. Leakage (participants divulge Extensive
crucial information into the
subject pool) Low

4. Forewarning (participants’ Little effect on
pre-knowledge of deception perforo@an
alters experimental performance) Sgnificant effects

(between forewarned
Ss and uninformed
controls)

5. Effectiveness of debriefing Effective
on the mitigation of negative (convenal debrief)
deception effects (false beliefs, Ineffective
negative affect, inflicted insight) (conventional debrief)

Effective
(explicit debrief)

Disciplinary

1. Effects of deception on Mixed effects
perceptions of the discipline
(deception reflects poorly)

2. General population reactions No objections

to deception (objections to
the use of deception for research
purposes among the general publi©pjections

Stricker et al. (1967); Gallo et al.
(1973); Glinski et al. (1970)

Adair et al. (1985); Kimmd (2001);
Stricker (1967)

Golding & Lichtenstein (1970);
Newberry (1973); Silverman et al.
(21970)

Brock & Becker (1966); Fillenbaum

(1966)

in€i et al. (1970); Lichtenstein (1970)
Walsh & Stillman (1974)

Allen (1983); Gallo et al. (1973);
Wiener & Erker (1986)

Finney (1987); Golding &

Lichtenstein (1970);

Turner & Smons (1974)

olhhes (1973); Holmes & Bennett (1974)

Ross et al. (1975); Valins (1974);

Walster et al. (1967); Wegner et al. (1985)
Misra (1992)ing et al. (1970);
Toy et al. (1989)

Skeaepal. (1992)

Collins et al. (1979); Epstein et al.
(1973); R@bg75); Sullivan &
Deiker 8)
Snger (1984)

& This column represents the extent to which thecgoatied adverse consequences of deception notkd first column were apparent. For the issuetinio
debriefing, this column reflects the extent of defimg in reducing adverse deception effects odileg to favorable evaluations of the debriefinggeure.
While estimates of the extent of suspiciousnesslmeapw (e.g., Adair et al. 1985; Kimmel 20014k results may be somewhat suspect given

that participants cannot be counted on to be jofatthcoming in revealing their suspicions or kiedge about research procedures and hypotheses.
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Figure 1: Decision Making on Deception Studiesin Consumer Research

l

1. Does research
involve deception,
either by
commission
or omission?

Yes

lNo

Deception issues
not relevant

2. Are there
adequately effective
non-deceptive
alternatives?

No

3. Is the deception
potentially harmful
(even with debriefing)?

No

=

4. Does deception threate

participant’s dignity?

Yes

Yes

Yes

Choose non-deceptio

alternative

3.a. Is the deception

harmful because
some/all
respondents are
from a vulnerable
population?

No

l Yes

3b. Is it possible
to screen
out vulnerable
participants?

Don’t do present
study consider

alternative methods
or topics.

No

Don't do present
study consider
alternative populations.

Don't do present

| ne

Yes

Undertake study subject to

1. Participant’s awareness of research procesp@sgible use of deception.
2. Participant’s knowledge of the right and obligatto withdraw.

3. Use of remedial measures (forewarning, debgefilesensitising).
4. Compensation for participation (e.g., educatinaney)

v

study consider
alternative methods o
topics
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