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1 Introduction

The terms of loans o�ered by banksmake up rich contracts that typically consist of prices (interest
rates) and non-price terms such as quantity limits (e.g., collateral) and other restrictions (e.g.,
covenants). They determine borrowers’ access to credit and banks’ exposure to credit risk, making
them crucial for the economy and �nancial stability. Therefore, they have recently come under
renewed scrutiny for households during the housing cycle (Acharya et al. 2020) and for �rms
during the Covid-19 recession (Chodorow-Reich et al. 2021).

Variations in loan terms are well documented in the cross section and over time. Within a
loan market, they di�er between borrowers and they depend on the �nancial health of banks.1

However, it is still unclear why changes in banks’ balance sheets are transmitted di�erently to
the loan terms faced by borrowers across loan markets. While credit supply goes hand in hand
with banks’ �nancial health across loan markets, shocks to banks have heterogeneous e�ects
on borrowers with di�erent credit risks in each market. In particular, during the credit boom
that preceded the Great Recession in the United States, growing banks expanded credit to risky
borrowers in the mortgage market (Mian and Su� 2009) but to safe borrowers in the credit card
market (Agarwal et al. 2018). Understanding the heterogeneous transmission of bank shocks to
borrowers across loan markets is important not only because banks lend on multiple markets, but
also because it is crucial for the allocation of credit supply between agents with di�erent needs to
borrow. Despite the central role of credit conditions in macro-�nance, what is missing is a model
that can simultaneously explain the transmission of bank shocks to the price and non-price terms
of loans faced by borrowers across loan markets.

We �ll this gap in an equilibrium model of multidimensional loan contracting between het-
erogeneous risky borrowers and �nancial intermediaries with limited lending capacity. Banks’
capacity constraints and costs of funds are subject to shocks which arise from changes in asset
prices, �nancial regulation, and monetary policy. Their balance sheets a�ect credit supply and
asset prices as in specialized asset markets (He and Krishnamurthy 2013, Brunnermeier and San-
nikov 2014). The novelty of our approach, which is speci�c to credit markets, is to allow banks
to use both interest rates and non-price terms to control borrowers’ default risk when this risk
is endogenous to the terms of the contract. We show that two su�cient statistics, the interest-
rate elasticity of borrowers’ loan demand and the elasticity of the default rate to the size of the
repayment, can explain key features of credit markets: (i) Banks jointly use interest rates and
non-price terms to control the supply of credit. (ii) The transmission of bank shocks to loan
terms is heterogeneous across loan markets (e.g., mortgages vs. credit cards), across borrower

1See, e.g., Agarwal et al. (2010), Ramcharan et al. (2016), Adelino et al. (2016), Chakraborty et al. (2018),
Chakraborty et al. (2020),Jorda et al. (2021),Chodorow-Reich and Falato (2021), and Diamond and Landvoigt (2021).
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risk categories within a market (e.g., safe vs. risky), and for banks with di�erent balance sheets
(e.g., well vs. poorly capitalized). Moreover, we highlight an important implication of accounting
for changes in non-price terms for the dynamics of credit crises. The persistence of credit crises
is endogenous, and it is higher on loan markets where non-price terms are tightened more than
interest rates, since lower rates slow down the recapitalization of banks after negative shocks.

Our analysis is motivated by key facts from the empirical literature on bank shocks for which
a uni�ed explanation is missing. First, banks face �nancial constraints, and themore losses (gains)
on their assets they make, the less (more) they lend. Second, banks jointly set interest rates and
non-price terms to control credit supply. Changes in bank heath are associated with changes in
loan-to-value limits for mortgages, lending standards for credit cards and C&I loans, and inter-
est rates on all three markets. Third, the transmission of bank shocks to di�erent borrowers is
heterogeneous across markets. Credit supply shocks are mostly transmitted to risky borrowers
on mortgage markets, but to safe borrowers on credit card markets, as well as for C&I loans for
which non-price terms such as covenants also adjust. Despite separate interest in these markets,
there is a limited understanding of what explains their di�erences and commonalities.

Our model of multidimensional loan contracting leads to three contributions. Our �rst con-
tribution is to jointly endogenize the price and non-price terms of loan contracts. While these
features are well-known in the data, they have been studied separately in theoretical settings:
either in economies with endogenous credit rationing and interest rates but �xed loan quan-
tities (Stiglitz and Weiss 1981), or in Walrasian economies where interest rates adjust to clear
loan markets but borrowing constraints are exogenous (Holmstrom and Tirole 1997). Similarly,
borrowing constraints are crucial in many macro-�nance models, but their changes are usually
assumed to be exogenous (e.g., Bernanke et al. 1999, Jermann and Quadrini 2012, Favilukis et al.
2017, Guerrieri and Lorenzoni 2017).

In the model, the price and non-price terms of loans are the optimal outcomes of a contracting
problem between heterogeneous borrowers and banks. Banks compete for borrowers subject to
capacity constraints on lending, which depend on their balance sheets. Loan markets di�er from
generic asset markets such as stocks in two ways. First, asset payo�s are endogenous to asset
prices. Interest rates a�ect default probabilities and losses-given-default because of microeco-
nomic frictions which induce borrowers to default when their loan repayment value is too high.
The elasticity 𝛼 of borrowers’ default probability to the repayment value captures this channel.
Our model accommodates special cases with moral hazard, adverse selection, liquidity or strate-
gic default, and unsecured or collateralized lending. Second, we depart from a Walrasian setting
where the loan repayment value is linear in a single interest rate that clears loan markets. Rather,
banks o�er multidimensional non-linear contracts with price and non-price terms which capture
their e�ort to screen and monitor borrowers. Non-price terms arise from the feedback between
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loan prices and loan payo�s. Since increasing interest rates also increases default risk, non-price
terms allow banks to manage this risk while holding rates �xed, and 𝛼 determines their relative
adjustment. The interest rate on a given loan compensates banks for their cost of funds (risk-free
rate), borrower default risk (credit risk premium), and the tightness of their capacity constraint
(excess loan premium). The problem of the bank generates a loan contract curve, which relates
borrower and lender characteristics to loan terms. It provides a comprehensive measure of credit
tightness based on all loan terms and lender health, which generalizes credit surfaces focusing
on borrower risk (e.g., Geanakoplos 2010). It is described by the elasticity 𝜖 of loan demand when
borrowers are endogenously constrained by multiple loan terms.

We use the model to understand how shocks to banks’ lending capacity and cost of funds
a�ect equilibrium loan terms. When their balance sheets deteriorate, banks trade o� tightening
price and non-price terms. Our second contribution is a set of pass-through formulas highlighting
the role of the demand elasticity 𝜖 and the default elasticity 𝛼 as two su�cient statistics which
determine how bank shocks are transmitted to the cross-section of loan terms. The bene�t of
our approach is that even though they are endogenous, it su�ces to compute these two moments
identi�ed in borrower- and loan-level data to analyze the e�ect of credit crises.

We begin by analyzing the impact of credit supply shocks, modeled as changes in banks’
lending capacity. Our results explain why credit expansions are transmitted to risky borrowers
on loan markets with a low elasticity of loan demand 𝜖 < 1 such as mortgages, and to safe
borrowers on markets with a high elasticity 𝜖 > 1 such as credit cards.2 A positive credit supply
shock increases loan quantities and lowers interest rates on both markets, but markets with a low
𝜖 see a smaller increase in quantities and a larger decrease in rates, which lead to a decrease in
loan values to be repaid. The default elasticity 𝛼 determines the resulting change in credit risk.
In markets with a low 𝜖 , the decrease in repayment values induces a small decrease in credit risk
for safe borrowers with a low 𝛼 , but a large decrease for risky borrowers with a high 𝛼 . The
opposite happens in markets with a high 𝜖 where repayment values increase. As a result, the
returns from lending to risky borrowers increase on markets with a low 𝜖 , while they increase
for safe borrowers on markets with a high 𝜖 . These changes create an opportunity for banks to
increase their total pro�ts, which leads them to increase lending to risky borrowers on inelastic
markets and to safe borrowers on elastic markets.

Next, we study the transmission of shocks to banks’ cost of funds due to changes in monetary
policy. Our results explain why the transmission of monetary policy is dampened when bank
balance sheets are impaired, and highlight that the strength of the bank lending channel is het-

2Estimates for the interest rate-elasticity of mortgage debt are generally lower than 1 and range between 0.07
and 0.5 (e.g., Best et al. 2019, Fuster and Zafar 2021, Benetton 2021), with the exception of DeFusco and Paciorek
(2017). In contrast, estimates for the elasticity of credit card debt are always greater than 1 (e.g., 1.3 in Gross and
Souleles 2002).

4



erogeneous across loan markets. The pass-through of the policy rate to interest rates and loan
sizes depends on the elasticity of loan demand 𝜖 and on banks’ lending capacity. Unconstrained
banks transmit changes in the policy rate more than one-for-one to low-elasticity borrowers
such as mortgages, but this transmission is weaker for high-elasticity borrowers such as credit
cards, resulting in sticky interest rates. Low policy rates also give rise to covenant-lite lending for
low-elasticity borrowers, but to tighter covenants for high-elasticity borrowers. When banks are
capacity-constrained but lending capacity is not sensitive to the policy rate, the transmission of
monetary policy is further dampened. This feature tends to insulate borrowers from the negative
e�ects of a policy rate hike, but also from the positive e�ects of a rate cut.

What are the implications for the credit risk of the entire portfolio of bank loans? First, a
shock to credit supply or banks’ costs of funds changes both price and non-price terms within a
given pool of borrowers. Second, it reallocates bank lending towards speci�c borrowers. Shocks
such as policy rate cuts increase the credit risk of borrowers with a high loan demand elasticity
𝜖 , and decrease it for borrowers with a low 𝜖 . When high-elasticity borrowers also have a high
risk 𝛼 , the net e�ect is an increase in the total credit risk of banks.

We conclude by highlighting the importance of accounting for changes in non-price terms
when analyzing how credit crises play out over time. In a dynamic version of the model, changes
in interest rates due to bank shocks feed back into banks’ capital through retained earnings,
and determine the tightness of their lending capacity constraints in future periods. Our third
contribution is to show that the persistence of credit crises is endogenous, and that it is larger
on loan markets where non-price terms adjust more than interest rates in response to shocks.
The two elasticities 𝜖 and 𝛼 drive the dynamics of crises. Negative bank shocks result in higher
interest rates and tighter non-price terms. The more non-price terms are tightened, the less
interest rates need to increase to compensate banks for default risk. In turn, lower rates decrease
the pro�ts earned by constrained banks, which slows down their recapitalization and makes the
crisis more persistent. These results shed light on the slow recovery of credit markets after the
Great Recession. We illustrate them in a numerical example based on the U.S. mortgage and credit
card markets. Interestingly, diversifying lending towards high-elasticity borrowers such as credit
cards increases the persistence of crises for banks which specialize in low-elasticity borrowers
such as mortgages. Conversely, diversifying lending towards low-elasticity borrowers allows
bankswhich specialize in high-elasticity borrowers to implement cross-subsidization between the
two markets. In that case, the larger initial increase in interest rates on low-elasticity borrowers
allows banks specialized in high-elasticity borrowers to recapitalize themselves more quickly
after a negative shock.
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Related literature. Our work contributes to the microeconomic literature on credit markets
and the macro-�nance literature on the dynamics of credit crises. We connect two separate ap-
proaches in a model of multidimensional loan contracting which jointly endogenizes the price
and non-price terms of loans: models with endogenous credit rationing but �xed loan quanti-
ties (Stiglitz and Weiss 1981); and models with endogenous interest rates but �xed credit limits
(Holmstrom and Tirole 1997). We focus on the intensive margin of rationing whereby risky bor-
rowers face tighter non-price terms rather than being excluded from credit markets altogether,
and generalize existing results which are surveyed in Ja�ee and Stiglitz (1990).

As in the data, loan terms endogenously depend on both borrower and lender characteristics
(Section 2). Our analysis therefore complements models with heterogeneous households where
the interest rate on unsecured consumer loans depends on borrower characteristics (Chatterjee
et al. 2007, Livshits et al. 2007), and models of the credit surface where an increase in borrower
credit risk leads lenders to tightening collateral requirements (Geanakoplos 2010). We add to
these settings by showing that lenders’ �nancial conditions also a�ect the terms of lending, as in
Diamond and Landvoigt (2021) who study the credit surface of borrowers in a rich quantitative
model of the mortgage market. Our contribution is theoretical: we analytically explain how mul-
tiple loan terms react to banks shocks as a function of su�cient statistics on the underlying loan
markets. This general formulation delivers a new analysis of the transmission of bank shocks
across di�erent loan markets in a uni�ed setting, and allows us to study the implications for the
persistence of credit crises on these markets. Estimates for the elasticities of loan demand and
default rates to interest rates are well identi�ed in empirical settings which include survey data
(Fuster and Zafar 2021), regression discontinuity designs (Fuster andWillen 2017, Best et al. 2019),
and structural models (Buchak et al. 2020, Robles-Garcia 2020, Benetton 2021). In our model, we
show that they depend on structural parameters which a�ect borrowers’ demand and default.
Across markets, their variation arises from moral hazard, adverse selection, and borrowers’ liq-
uidity constraints (Adams, Einav and Levin 2009, Einav, Jenkins and Levin 2012).

The novelty of our approach is to extend the intermediary asset pricing framework (He and
Krishnamurthy 2013, Brunnermeier and Sannikov 2014, Gromb and Vayanos 2018) to credit mar-
kets, by modeling the e�ect of banks’ capacity constraints and borrower default risk on interest
rates and the non-price terms of loans. Jointly endogenizing loan terms gives rise to an excess loan
premium as in recent data (Gilchrist and Zakrajsek 2012), which compensates banks when their
capacity constraints bind. It also generates a new transmission mechanism of shocks as non-price
terms a�ect the dynamics of credit crises. As in canonical macro-�nance models, a credit crunch
arises from a decrease in banks’ net worth (Gertler and Kiyotaki 2010, Rampini and Viswanathan
2019). In contrast with these models, bank losses do not lead to a large increase in interest rates
which would quickly recapitalize banks when non-price terms are also tightened. Instead, their
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tightening leads to a lower increase in in interest rates, which slows down the recapitalization
of banks and makes the credit crisis endogenously more persistent. This novel mechanism sheds
light on the slow recovery of credit markets after the Great Recession (Justiniano et al. 2019).

Outline. The rest of the paper is organized as follows. Section 2 discusses motivating evidence
on heterogeneity in loan terms. Section 3 presents the model of multidimensional loan contract-
ing. Section 4 analyzes the transmission of credit supply and monetary policy shocks to the
cross-section of loan terms. Section 5 studies the dynamics of credit crises, which depends on the
interaction between the cross-section of loan terms and banks’ balance sheets. We describe the
empirical implications of our results in both sections. Using a calibrated version of the model for
the U.S. mortgage and credit card markets, we show that they can explain key features of these
markets: the heterogeneous transmission of bank shocks across borrowers and the persistence
of credit crises. Section 6 concludes.

2 Evidence on Heterogeneity in Loan Terms

The goal of our model is to explain key facts on heterogeneity in loan terms and the transmission
of bank shocks to the main classes of loans – mortgages, credit cards, and C&I loans — as well
as to understand their implications for the persistence of credit crises. In this section, we brie�y
discuss the main patterns documented in the empirical literature.

Bank health and loan growth. Banks face �nancial constraints, hence the health of their bal-
ance sheet matters for how much they can lend. As shown by the extensive literature on bank
shocks, banks tighten credit supply following losses on their assets (e.g., Peek and Rosengren
1997, Khwaja and Mian 2008, Schnabl 2012, Chodorow-Reich 2014, Huber 2018, Amiti and We-
instein 2018, Greenstone et al. 2020). Conversely, they expand lending following positive shocks
(e.g., Gilje et al. 2016).

Interest rates and non-price terms. Credit supply shocks a�ect the interest rates, quantity
limits, and other non-price terms which are simultaneously set by banks to control default risk
and the supply of credit. Reductions in lending due to bank shocks take the form of both higher
interest rate spreads and tighter lending standards. Our model explains why banks use non-
price terms to limit lending for a given interest rate. Such terms include debt covenants for �rms
(Mur�n, 2012; Chodorow-Reich and Falato, 2021), LTV and credit card limits (Agarwal et al.,
2018), and auto loans terms for households (Benetton et al., 2022). Shocks to banks generate
heterogeneous responses for these loan terms across di�erent credit markets. This is the case
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when their balance sheets deteriorate or improve (Khwaja andMian 2008, Chakraborty et al. 2018,
Ivashina et al. 2020), and when their cost of funds changes because of monetary policy (Jimenez
et al. 2012, Chakraborty et al. 2020), or access to external �nance (Paravisini 2008, Ivashina and
Scharfstein 2010).

Heterogeneous transmission of shocks to borrowers. Our model seeks to explain a key
feature of the data: the transmission of bank shocks to risk and safe borrowers is heterogeneous
across loan markets. Credit supply shocks are transmitted to risky borrowers in mortgage mar-
kets, and to safe borrowers in credit card markets. In particular, Mian and Su� (2009) and Justini-
ano et al. (2019) emphasize the expansion and subsequent contraction of credit supply to subprime
borrowers before the Great Recession. While mortgage sizes grew for both risky and safe borrow-
ers, they fell more deeply and persistently for risky borrowers despite similar changes in interest
rates.

In contrast, expansions in credit card lending are mostly transmitted to safe borrowers. Agar-
wal et al. (2018) show that in response to a decrease in banks’ cost of funds, households with a
low FICO score who are risky but have a high propensity to borrow face a smaller increase in
credit limits than households with a high FICO score who are safe. Corporate loan sizes are also
more volatile for safe borrowers, despite similar changes in interest rates across risk categories.
This is illustrated in Appendix Figure 11, which plots the average sizes in dollars of C&I loans
(blue line, left axis) and the corresponding interest rates (red line, right axis), for safe �rms in the
left panel and risky �rms in the right panel. These changes re�ect that most of the adjustment
in corporate lending occurs through non-price terms. Covenants are stricter after banks su�er
defaults (Mur�n, 2012), while abundant liquidity spurs covenant-lite lending (Diamond, Hu and
Rajan, 2020).

3 A Model of Multidimensional Loan Contracting

This section describes a general model of multidimensional loan contracting with �nancial fric-
tions a�ecting lenders. We add two key features to the intermediary asset pricing framework.
First, asset prices in credit markets, i.e., interest rates, a�ect default probabilities and losses given
default. Therefore asset payo�s are endogenous to asset prices. Second, endogenous credit risk
makes it optimal for banks to impose quantity limits and other restricting non-price terms on
borrowers’ loans, in addition to adjusting rates. Banks o�er non-linear contracts in the interest
rate, and the model departs from the standard Walrasian setting where only rates adjust.
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3.1 Environment

We consider a unit continuum of identical lenders indexed by 𝑏, “banks”, and a unit mass of
heterogeneous borrowers indexed by 𝑖 .

Banks. Banks have funding cost 𝑅 𝑓 . We consider a static setting with one-period loans char-
acterized by an interest rate 𝑅𝑖 (price term), a loan amount 𝑙𝑖 (quantity limit), and a vector of
non-price terms z𝑖 =

(
𝑧𝑖
𝑘

)
𝑘
.3 The expected pro�t on a loan contract to borrower 𝑖 is

𝜋 𝑖
(
𝑅𝑖, 𝑙𝑖, z𝑖

)
=

(
𝑅𝑖 − 𝑅 𝑓

)
𝑙𝑖 − 𝜇𝑖

(
𝑅𝑖𝑙𝑖, z𝑖

)
𝑅𝑖𝑙𝑖 . (1)

The term 𝜇𝑖
(
𝑅𝑖𝑙𝑖, z𝑖

)
𝑅𝑖𝑙𝑖 is the bank’s expected loss on its loan to borrower 𝑖 , as a function of the

loan terms, where 𝜇𝑖 denotes the product of the default probability with one minus the recovery
rate on the loan to borrower 𝑖 . We call 𝜇𝑖 the e�ective default probability because expected pro�ts
can be rewritten as

𝜋 =

[
𝑅
(
1 − 𝜇𝑖

) − 𝑅 𝑓
]
𝑙𝑖 . (2)

With a positive recovery rate upon default, 𝜇𝑖 will be lower than the actual default probability.
We work with 𝜇𝑖 as a primitive as it re�ects the multiple channels through which endogenous
default risk a�ects the bank’s expected pro�t, such as liquidity default, adverse selection, or debt
overhang.

We make the simplifying assumption that 𝜇 depends on the product 𝑅𝑙 instead of 𝑅 and 𝑙

separately. For the one-period loan contracts that we consider, this means that 𝑅 and 𝑙 only a�ect
the expected loss through the face value of the debt to be repaid 𝑅𝑙 ; we give several examples
below in which this is indeed the case. The vector z𝑖 captures other non-price terms, such as
covenants and loan documentation requirements, which allow the bank to reduce default risk
and potentially improve the recovery value in case of default.

E�ective default probability. The bene�t of our general speci�cation using the e�ective default
probability 𝜇 is that it can nest several environments with ex-ante or ex-post asymmetric infor-
mation that makes the expected loss endogenous to loan terms through the default probability,
the loss given default, or both. Therefore, our results do not depend on the underlying micro-
foundation that determines the dependence of 𝜇 on 𝑅𝑙 . Appendix B details three examples of the
model to illustrate how microeconomic frictions map to 𝜇: liquidity default for unsecured loans,
liquidity and strategic defaults for collateralized loans, and adverse selection.

Capacity constraint. To analyze the transmission of credit supply shocks, we study banks with
3Allowing for longer loan maturities that also respond endogenously to credit supply conditions would be an

interesting extension that we leave for future work.

9



a capacity constraint on total lending ∫
𝜌𝑖𝑙𝑖𝑑𝑖 ≤ 𝐿 (3)

where 𝑙𝑖 is the dollar amount lent to borrower 𝑖 and 𝜌𝑖 ∈ [0, 1] is a risk weight which measures
how much balance sheet space a loan to borrower 𝑖 requires. The constraint penalizes borrowers
with high 𝜌 . Heterogeneity in 𝜌 can arise from regulatory risk weights. It can also arise from
banks’ ability to securitize a speci�c type of loan and take it o� their balance sheets. For instance,
conforming mortgages have a low weight 𝜌 and non-conforming mortgages have a high weight
𝜌 , which can further depend on liquidity in the private label securitization market.

Banks’ lending capacity 𝐿 can arise from regulatory constraints (e.g., the Basel regulation)
and market-based constraints imposed by bank creditors due to informational issues such as
those a�ecting the bank-borrower relationship. A large literature (e.g., Holmstrom and Tirole
1997, Gertler and Kiyotaki 2010) provides microfoundations for the moral hazard or limited com-
mitment problems that lead banks themselves to be credit constrained. We focus on how credit
supply shocks to banks’ lending capacity are transmitted to di�erent borrowers through the mul-
tiple terms of loans.

Borrowers. Borrowers are characterized by their indirect utility over loan contracts𝑉 𝑖 (𝑙, 𝑅, 𝑧).
We make the following standard assumption:

Assumption 1. For each 𝑖 , 𝑉 𝑖
𝑅
< 0, 𝑉 𝑖

𝑧 ≤ 0, and the marginal utility of additional borrowing is
lower at higher interest rates: 𝑉 𝑖

𝑙𝑅
< 0.

Assumption 1 holds in most settings, such as with three types of microeconomic frictions
in Appendix B. Tighter non-price terms (higher 𝑧𝑖 ) improve the recovery value for lenders by
lowering 𝜇𝑖 , but they imply that borrowers must give up control rights more often (for instance
in the case of covenants), which is costly for them (𝑉𝑧 ≤ 0). The last part of the assumption is
standard: it simply states in our context that the unconstrained loan demand curve, de�ned as
the solution 𝑙 to 𝑉 𝑖

𝑙
(𝑙, 𝑅, 𝑧) = 0, is decreasing in the interest rate 𝑅.

3.2 Two su�cient statistics: 𝛼 and 𝜖

We �rst de�ne the default elasticity 𝛼 , one of the two su�cient statistics from which our results
derive.

De�nition 1. The default elasticity is

𝛼 (𝑅𝑙, 𝑧) = 𝑅𝑙𝜇′ (𝑅𝑙, 𝑧)
1 − 𝜇 (𝑅𝑙, 𝑧) . (4)
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The higher 𝛼 , the more credit risk depends on the terms of the loan contract. It is more
convenient to use 𝛼 de�ned in (4) than the elasticity of 𝜇, but they capture the same idea. We
make the following assumption.

Assumption 2. The default elasticity satis�es 0 ≤ 𝛼 < 1 everywhere.

The �rst inequality in Assumption 2 implies that the e�ective default probability 𝜇 is in-
creasing in the loan repayment value 𝑅𝑙 . The second inequality ensures that bank revenues are
increasing in the loan’s interest rate. Banks’ zero pro�t curves 𝜋 (𝑅, 𝑙, 𝑧) = 0, and their iso-return
curves de�ned as a constant 𝜋 (𝑅,𝑙,𝑧)

𝑙
, are always upward sloping since they have a slope 𝑑𝑅/𝑅

𝑑𝑙/𝑙 = 𝛼
1−𝛼 .

We rule out credit rationing at the extensive margin as in Williamson (1987), which takes
place when borrowers’ loan demand curve is always above lenders’ backward-bending supply
curve. Since its implications are well-known, we focus on credit rationing at the intensivemargin,
where borrowers have access to credit but at a smaller scale than they would like because banks
set binding non-price terms to limit their credit risk.

The solution to equation (12) de�nes a “loan contract curve” ℓ𝑖
(
𝑅𝑖, z𝑖

)
which is a generaliza-

tion of a simple loan demand curve.
Then, we de�ne the elasticity of the loan contract curve with respect to the interest rate,

which is the second su�cient statistic from which our results derive.

De�nition 2. The interest-rate elasticity of loan demand ℓ is

𝜖𝑖 = −𝑅
𝑖

ℓ𝑖
𝑑ℓ𝑖

𝑑𝑅𝑖
. (5)

It is a central object that will determine the response of the cross-section of loan terms to bank
shocks. By analogy, we call it a demand elasticity, as it denotes the change in quantity borrowed
for a given change in the loan rate.

We can relate 𝜖 to the more familiar elasticity 𝜖𝑢 of the unconstrained loan demand function
ℓ𝑢 (𝑅, z) that solves𝑉 𝑖

𝑙
(𝑙, 𝑅, z) = 0. It is more common to think of the unconstrained loan demand

elasticity as a primitive, but in many settings 𝜖 is indeed what can be estimated using exogenous
variation in loan rates, and we will treat 𝜖 as the primitive su�cient statistic. Nevertheless it is
useful to understand the relationship between 𝜖 and 𝜖𝑢 :

Proposition 1. The interest rate elasticity 𝜖 can be decomposed as a weighted average

𝜖 = 𝜔 · 𝜖𝑢 + (1 − 𝜔) · 1 (6)

where 𝜔 = 1
1+ 𝑅𝛼 ′

(1−𝛼)2 |𝜏𝑙 |
and 𝜖𝑢 =

𝑅𝜏𝑅
𝑙𝜏𝑙

is the interest elasticity of the unconstrained loan demand.
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Proof. See Appendix C.1. �

The elasticity 𝜖 is a weighted average of 1 and the unconstrained demand elasticity 𝜖𝑢 . If the
e�ective default probability 𝜇 is constant such that 𝛼 = 0 (i.e., exogenous default risk), then𝜔 = 1
and 𝜖 is simply the unconstrained elasticity 𝜖𝑢 . If 𝛼′ > 0 (i.e., the default elasticity increases with
debt), then 𝜖 > 𝜖𝑢 if 𝜖𝑢 < 1 and conversely 𝜖 < 𝜖𝑢 if 𝜖𝑢 > 1.

On loan markets where the elasticity of loan demand is low (𝜖 < 1), such as mortgages,
endogenous default risk𝛼 makes the contract curve ℓ more elastic than the unconstrained demand
ℓ𝑢 , bringing the elasticity 𝜖 closer to one. Hence it generates a larger adjustment in loan sizes than
in interest rates in response to credit supply shocks.

The increase in the elasticity of loan demand with constrained banks 𝜖 , hence the loan size
adjustment, is larger for riskier borrowers with a high 𝛼 . In response to a small increase 𝑑𝑥 =

𝑅𝑙𝛼 ′
(1−𝛼)2 , the elasticity 𝜖 increases by 𝑑

𝑑𝑥

(
−𝑅𝜏𝑅+𝑥
−𝑙𝜏𝑙+𝑥

)
=

𝑅𝜏𝑅−𝑙𝜏𝑙
(𝑙𝜏𝑙+𝑥)2 . Therefore, the quantity limits of risky

borrowers vary more on loan markets where the demand for credit is less elastic.
What is the intuition for this result? Suppose that banks did not impose binding quantity

limits. Then, for a given reduction in loan size 𝑙 (e.g., due to a negative credit supply shock
or a monetary contraction), the interest rate faced by borrowers on less elastic markets would
have to increase by more than one-for-one to induce them to reduce their loan demand. This
would result in an increase in the total face value of the loan 𝑅𝑙 . Hence it would increase default
risk 𝜇 and lower bank’s expected pro�ts 𝜋 . Instead, when quantity limits are endogenous, the
optimal response of banks is to o�er a contract with a lower interest rate but with a binding
borrowing constraint. The quantity limit forces borrowers to adjust the loan size demanded,
which e�ectively translates into a more elastic contract curve.

The opposite is true for elastic loan markets such as credit cards (𝜖 > 1). Endogenous default
risk instead decreases the elasticity of loan demand with constrained banks, which generates
a larger adjustment in interest rates than in loan sizes. The contract curve is less elastic for
risky borrowers, which brings the elasticity 𝜖 closer to one. Hence a positive term 𝑅𝑙𝛼 ′

(1−𝛼)2 due to
endogenous default risk 𝛼 > 0 acts as an elasticity dampener which brings back 𝜖 closer to one.

3.3 Equilibrium: Bertrand-Nash with capacity constraints

Banks are risk-neutral, perfectly competitive, and subject to capacity constraints on lending.4

For each borrower 𝑖 , banks post contracts C𝑖 =
(
𝑅𝑖, 𝑙𝑖, 𝑧𝑖

)
with commitment, which consist of an

interest rate, a loan size which limits the quantity borrowed at the interest rate, and a vector of
non-price terms which can further limit borrowing. Contracts are exclusive, so borrowers cannot

4We abstract from bank risk aversion as studied by, e.g., Diamond and Landvoigt (2021).
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borrow from multiple banks. They optimally choose which bank they apply to. If rejected, we
assume that they can reapply for a loan at the same and at other banks.

A bank with lending capacity 𝐿 takes as given the set of banks posting the best contracts
Ω𝑖 = argmax𝑏 ′≠𝑏 𝑉 𝑖 (C𝑖

𝑏 ′) for each borrower 𝑖 , and chooses contracts C𝑖 and the probabilities 𝑥𝑖

to grant loans to borrowers 𝑖 to solve

max
{𝑥𝑖 ,𝑅𝑖 ,𝑙𝑖 ,z𝑖 }

∫
𝑥𝑖𝜋 𝑖

(
𝑙𝑖, 𝑅𝑖, z𝑖

)
𝑑𝑖 (7)

s.t.
∫

𝑥𝑖𝜌𝑖𝑙𝑖𝑑𝑖 ≤ 𝐿 (8)

𝑉 𝑖
(
𝑙𝑖, 𝑅𝑖, z𝑖

) ≥ 𝑉
𝑖

(9)

𝜋 𝑖
(
𝑙𝑖, 𝑅𝑖, z𝑖

)
is the pro�t per loan conditional on take-up for borrower 𝑖 . 𝑙𝑖 captures the intensive

margin of credit, and 𝑥𝑖 captures the extensive margin. 𝑉
𝑖
= max𝑏 ′≠𝑏 𝑉 𝑖 (C𝑖

𝑏 ′) is the outside option
of borrower 𝑖 .

In our formulation we assume that the bank can control the probability of lending through
𝑥𝑖 . This is true conditional on the participation constraint 𝑉 𝑖

(
𝑙𝑖, 𝑅𝑖, z𝑖

) ≥ 𝑉
𝑖
holding. Borrower

𝑖 would not apply if the bank o�ered a contract with a strictly lower utility than the outside
option 𝑉

𝑖
, and the resulting probability of lending would be zero irrespective of 𝑥𝑖 . Since a bank

can always reach the same outcome by setting 𝑥𝑖 = 0 and deciding to deny credit to borrower
𝑖 , it is without loss of generality to restrict attention to contracts that respect the participation
constraint.

De�nition 3. An equilibrium is an optimal strategy 𝑖 ↦→ {
𝑥𝑖
𝑏
, C𝑖

𝑏

}
for each bank b such that bor-

rowers optimize:
𝑉
𝑖
= max

𝑏 ′
𝑉 𝑖

(C𝑖
𝑏 ′
)

(10)

and markets clear:
1 =

∫
argmax𝑏′ 𝑉 𝑖

(
C𝑖
𝑏′
) 𝑥𝑖𝑏𝑑𝑏. (11)

We focus on equilibria with symmetric banks such that all banks o�er the same contract and
choose 𝑥𝑖 = 1 for all borrowers.

Proposition 2. In a symmetric equilibrium,

i. 𝑙𝑖 , 𝑅𝑖 , and 𝑧𝑖 satisfy for each 𝑖

𝜏𝑖
(
𝑙𝑖, 𝑅𝑖, z𝑖

)
=

𝛼𝑖
(
𝑅𝑖𝑙𝑖, z𝑖

)
1 − 𝛼𝑖 (𝑅𝑖𝑙𝑖, z𝑖) (12)

where 𝜏𝑖 (𝑙, 𝑅, z) = − 𝑙𝑉 𝑖
𝑙
(𝑙,𝑅,z)

𝑅𝑉 𝑖
𝑅
(𝑙,𝑅,z) .

13



ii. Banks make the same pro�t per risk-weighted dollar for each borrower, i.e.,

𝜋 𝑖
(
𝑙𝑖, 𝑅𝑖, z𝑖

)
𝜌𝑖𝑙𝑖

=
𝜋 𝑗

(
𝑙 𝑗 , 𝑅 𝑗 , z 𝑗

)
𝜌 𝑗𝑙 𝑗

≡ 𝜈 (13)

where 𝜈 is the multiplier on the bank’s capacity constraint.

iii. Other optimal non-price terms z satisfy

− 𝑅𝑖𝑙𝑖
𝜕𝜇𝑖

𝜕𝑧𝑘
=
𝑉 𝑖
𝑧𝑘

𝑉 𝑖
𝑅

𝑙𝑖
(
1 − 𝜇𝑖

) (
1 − 𝛼𝑖

)
(14)

Proof. See Appendix C.1. �

𝜏 can be interpreted as an intertemporal wedge measuring how constrained borrowers are. If
𝜏𝑖 = 0, then borrowers 𝑖 are on their unconstrained demand curve de�ned by 𝑉 𝑖

𝑙
= 0. If 𝑉 𝑖

𝑙
> 0,

then borrowers could increase their utility by borrowing more. They are even more borrowing-
constrained when the additional cost of borrowing 𝑉 𝑖

𝑅
< 0 is low.

Part (i) of Proposition 2 highlights that endogenous default risk is the reason why banks
use quantity limits and other non-price terms in addition to interest rates to control lending.
Banks optimally constrain borrowers depending on the their default elasticity 𝛼 . If there is no
endogenous default risk and 𝛼 = 0, then borrowers are not constrained and the interest rate does
not depend on their loan size. The riskier borrowers are (the higher 𝛼 > 0), i.e., the more likely
they are to default when the face value of their debt increases, then the more banks will restrict
the size of their loans for a given interest rate. An excessively high interest would further increase
borrowers’ default risk and banks’ expected losses, therefore banks turn to quantity limits and
other non-price terms which restrict borrowing.

Part (ii) describes the optimal capital allocation across di�erent classes of borrowers. Banks
use both price (𝑅) and non-price terms (𝑙 and 𝑧) to equalize the pro�t per risk-weighted dollar
𝜈 across borrowers. If it were not the case, banks could increase their total pro�ts by lending
more to borrowers with a higher pro�t per dollar. When 𝜈 = 0, the relationship between interest
rates, loan sizes, and non-price terms is determined by a zero pro�t condition for banks. This
is because unconstrained banks compete for borrowers up to the point where they make zero
pro�ts. When 𝜈 > 0 and banks’ capacity constraints are binding, pro�t per risk-weighted dollar
are higher. Total credit supply 𝐿 is lower and borrowers pay higher rates which lower their total
demand accordingly.

Part (iii) describes how banks set non-price terms 𝑧. If borrowers have no preferences over
𝑧, i.e., 𝑉 𝑖

𝑧 = 0, then banks minimize the e�ective default probability by setting −𝑅𝑖𝑙𝑖 𝜕𝜇𝑖
𝜕𝑧𝑘

= 0.
This de�nes an optimal tightness 𝑧𝑖 , where 𝑅𝑖 and 𝑙𝑖 are endogenously determined by (12) and
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(13). In general, non-price terms are costly for borrowers due to for instance a loss of control
rights (𝑉 𝑖

𝑧 < 0). This lowers the marginal bene�t from tightening 𝑧 because banks need to keep
attracting borrowers, hence banks optimally relax non-price terms to 𝑧𝑖 < 𝑧𝑖 .

Unconstrained vs. constrained banks. For each borrower 𝑖 and taking z𝑖 as given for now,
the unconstrained loan quantity 𝑙𝑖,∗ is de�ned as solving (12) together with the zero-pro�t condi-
tions 𝜋 𝑖

(
𝑙𝑖, 𝑅𝑖, z𝑖

)
= 0. Banks are said to be unconstrained if given unconstrained loan quantities{

𝑙𝑖
∗}, their constraint (3) is slack, and in that case 𝜈 = 0. Otherwise, banks are constrained, and

must make a positive pro�t per dollar 𝜈 > 0.

3.4 Implications

We derive four implications of our setting where endogenous default risk a�ects interest rates
and non-price terms, which are key for the transmission of bank shocks.

Implication 1: When do banks constrain borrowers? Equation (12) implies that banks only
impose a binding borrowing constraint when credit risk is endogenous:

Corollary 1. Suppose that 𝜇𝑖 is independent of C𝑖 . Then borrower 𝑖’s allocation can be implemented
with a price-posting mechanism where banks only quote an interest rate 𝑅𝑖 and borrowers borrow as
much as they want given 𝑅𝑖 .

In the case of exogenous default risk where 𝜇 is constant, a credit supply shock translates into
a higher rate. It is enough for banks to charge a higher rate to compensate for higher default risk
and control credit supply. Loans can still have time-varying risk through changes in the e�ective
default probability 𝜇 (similar to equity with risky dividends). This is the same case as other asset
markets where there is no feedback loop between asset prices and asset payo�s. Menus of loan
contracts and non-price terms (e.g., covenants), which are key features of credit markets, only
arise from endogenous default risk.

Implication 2: Excess loan premium. Interest rates can be decomposed into borrower-level
and bank-level factors. A �rst-order approximation of equilibrium interest rates satis�es

log𝑅𝑖 = log
(
𝑅 𝑓 + 𝜌𝑖𝜈

)
− log (1 − 𝜇𝑖)

⇔ 𝑟 𝑖 ≈ 𝑟 𝑓 + 𝜇𝑖 + 𝜌𝑖𝜈 (15)

Equation (15) shows that the loan rate is increasing in banks’ cost of funds, the e�ective default
probability 𝜇𝑖 , and the tightness of banks’ capacity constraints weighted by the borrower’s risk-
weight. The latter generates an excess loan premium. Loan rates net of the premium 𝑟 𝑖 − 𝜌𝑖𝜈 are
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actuarially fair and exactly compensate banks for individual default risk. Importantly, condition
(15) is an equilibrium outcome achieved thanks to the endogenous non-price terms 𝑙𝑖 , which give
banks an additional instrument to control credit risk and thereby o�set the common increase in
interest rates that arises from credit supply shocks or monetary shocks. Banks optimally tighten
quantities 𝑙𝑖 by more for riskier borrowers 𝑖 , as measured by their default elasticity 𝛼𝑖 .

Implication 3: Interest rates do not fully capture credit conditions. With endogenous
default risk, the equilibrium interest rate can be a non-monotonic function of the borrower’s
income risk, so that rates alone do not capture credit conditions. The full loan contract needs
to be speci�ed to measure how tight credit is. For instance, riskier borrowers may be charged
a lower interest rate and still be more credit-constrained than safer borrowers, because banks
tighten their quantity limits by more.

Implication 4: Bank-dependent credit surface The previous implication itself implies that
a credit surface can be interpreted as a special case of the multidimensional loan contract curve
ℓ , which depends on banks’ capacity constraint and cost of funds.

Credit surfaces map loan sizes and borrower characteristics to interest rates (e.g., Geanakoplos
2010, Geanakoplos and Rappoport 2019). They can be estimated with loan- and borrower-level
data in multiple settings including household and sovereign debt. The loan contract curve ℓ

generalizes credit surfaces to include multiple non-price terms (𝑙, 𝑧) in addition to interest rates
𝑅. Furthermore, ℓ highlights that in addition to borrower characteristics, these terms depend on
lender characteristics, captured by banks’ capacity constraint 𝐿 and the excess loan premium 𝜈 .
The e�ect of shocks on the resulting credit surfaces can be characterized with the two su�cient
statistics 𝜖 and 𝛼 .

Borrowers are constrained at 𝑅 if they would like to borrow more at the prevailing interest
rate, such that 𝑉𝑙 (ℓ (𝑅) , 𝑅) > 0. This may be the case even if lenders are unconstrained, with
ℓ (𝑅) = 𝐿∗ < 𝐿. Equilibrium condition (12) implies that borrowers are unconstrained only if
𝛼 (ℓ (𝑅) 𝑅) = 0. If𝑉 is separable,𝑉 (𝑙, 𝑅) = 𝑢 (𝑙)−𝑤 (𝑅𝑙), then we can interpret the unconstrained
condition 𝑉𝑙 = 0 as a standard Euler equation

𝑢′ (𝑙)
𝑤 ′ (𝑅𝑙) = 𝑅 (16)

When borrowers are constrained, the equilibriumwith endogenous borrowing constraints—which
arises from the optimal contract between banks and borrowers—can also be implemented as a
competitive equilibrium in which borrowers choose 𝑙 subject to a non-linear interest rate sched-
ule 𝑅

(
𝑙 |𝐿) (e.g., Livshits, MacGee and Tertilt 2007, Chatterjee, Corbae, Nakajima and Rios-Rull

2007, Diamond and Landvoigt 2021). The collection of schedules faced by di�erent borrower
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types traces out the credit surface. Then, bank lending capacity 𝐿 acts as a credit supply shifter
of the surface, which captures the e�ect of bank health on loam terms.5

Given the function 𝑅
(·|𝐿) associated with her type, a borrower solves

max
𝑙

𝑢 (𝑙) −𝑤
(
𝑅
(
𝑙 |𝐿) 𝑙 ) (17)

hence

𝑢′ (𝑙)
𝑤 ′ (𝑅 (

𝑙 |𝐿) 𝑙 ) = 𝑅
(
𝑙 |𝐿) [1 + 𝑙𝑅′ (𝑙 |𝐿)

𝑅
(
𝑙 |𝐿) ]

(18)

Combining with (12), the function 𝑅
(
𝑙 |𝐿) solves the di�erential equation (for each type)

𝑑 log𝑅
(
𝑙 |𝐿)

𝑑 log 𝑙
=

𝛼
(
𝑙𝑅

(
𝑙 |𝐿) )

1 − 𝛼
(
𝑙𝑅

(
𝑙 |𝐿) ) (19)

Equivalently, 𝑅
(
𝑙 |𝐿) gives rise to the locus 𝑅 (1 − 𝜇 (𝑅𝑙)) = 𝑅 𝑓 + 𝜈

(
𝐿
)
, where 𝜈

(
𝐿
)
is the excess

loan premium. Note that the function 𝑙 ↦→ 𝑅
(
𝑙 |𝐿) is conceptually di�erent from the inverse

contract curve that we have described earlier, which is the equilibrium outcome as we vary 𝐿

instead. To pin down the exact level of 𝑅
(
𝑙 |𝐿) , we use as boundary condition the fact that 𝑅

(
𝑙 |𝐿)

must go through the actual equilibrium contract
(
𝑅, 𝐿

)
. The interest rate schedules capture the

supply side of credit. Borrower preferences 𝑉 then determine which contract (𝑅, 𝑙) is chosen.

4 Transmission of Bank Shocks to Loan Terms

This section studies the heterogeneous transmission of shocks to banks’ balance sheets to the loan
terms of borrowers with di�erent credit risks across loan markets with di�erent loan demand
elasticities. We analyze credit supply shocks that a�ect banks’ lending capacity and monetary
policy shocks that a�ect their cost of funds. We focus on the responses of interest rates𝑅, quantity
limits 𝑙 , non-price terms 𝑧, and the resulting default risk born by banks. We show that a calibration
of our model can explain the heterogeneous transmission of the U.S. credit boom of the 2000s to
the mortgage and the credit card markets.

4.1 Credit supply shocks

The transmission of credit supply shocks to borrowers with di�erent credit risks is heterogeneous
across loan markets in the data. For credit cards, credit supply expansions tend to bene�t low-

5We only make the dependence on 𝐿 explicit below, but other shocks can also shift the credit surface (e.g.,
changes in 𝑅 𝑓 and to the distribution of default risk).
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risk (high FICO score) borrowers, and to be not passed through to high-risk borrowers with a
higher propensity to consume (Agarwal et al. 2018). For mortgages, credit supply expansions
tend to bene�t higher-risk borrowers as illustrated by the subprime boom of the 2000s ((Mian
and Su�, 2009)). These di�erences are a puzzle for existing macro-�nance models. Our main
result explains this heterogeneous transmission with a formula that governs how loan quantity
limits and interest rates vary across borrowers in response to a shock to bank lending capacity 𝐿.
The formula relies on the following elasticity, which can be constructed for each borrower from
the previous two su�cient statistics 𝜖 and 𝛼 :

De�nition 4. Let the risk-adjusted elasticity of loan demand be

𝜖𝑖 =
𝜖𝑖

(1 − 𝛼𝑖) + 𝜖𝑖𝛼𝑖
. (20)

A key property is that the risk-adjusted elasticity is closer to 1 than 𝜖 :

Lemma 1. 𝜖𝑖 lies between 1 and 𝜖𝑖 .

4.1.1 Bank to borrower transmission

The next proposition is one of the main results of the paper. It shows that the risk-adjusted
elasticity of loan demand governs the responses of loan terms to changes in bank lending capacity:

Proposition 3. Denote the risk-weighted loan share of borrower 𝑖 as 𝜔𝑖 =
𝜌𝑖 ℓ𝑖 (𝑅𝑖)∑
𝜌𝑖 ℓ𝑖 (𝑅𝑖 ) .

A change in 𝐿 a�ect borrowers 𝑖’s loan quantities and rates as follows:

𝑑 log 𝑙𝑖

𝑑 log𝐿
=

𝜖𝑖
𝜌𝑖

𝑅𝑖 (1−𝜇𝑖 )∑
𝜔 𝑗𝜖 𝑗

𝜌 𝑗

𝑅 𝑗 (1−𝜇 𝑗 )
≈ 𝜖𝑖𝜌𝑖∑

𝜔 𝑗𝜖 𝑗𝜌 𝑗
(21)

𝑑 log𝑅𝑖

𝑑 log𝐿
= − 1

𝜖𝑖
× 𝑑 log 𝑙𝑖

𝑑 log𝐿
≈ − 1

(1 − 𝛼𝑖) + 𝜖𝑖𝛼𝑖
× 𝜌𝑖∑

𝜔 𝑗𝜖 𝑗𝜌 𝑗

Proof. See Appendix C.1. �

Proposition 3 provides closed-form formulas for the endogenous responses of loan contracts
in the cross-section of borrowers with di�erent risks and on loan markets with di�erent demand
elasticities, in terms of two su�cient statistics. The risk-adjusted elasticities 𝜖𝑖 can be constructed
from demand elasticities 𝜖𝑖 and default elasticities 𝛼𝑖 .

All else equal, the transmission of credit supply shocks 𝑑 log𝐿 to the loan size 𝑙𝑖 of borrower
𝑖 is larger if the risk-adjusted elasticity of loan demand 𝜖𝑖 is high. On loan markets with a low
elasticity of loan demand 𝜖 < 1 such as mortgages, risky borrowers with a high default elasticity
𝛼 have a higher risk-adjusted loan demand elasticity 𝜖𝑖 , and safe borrowers with a low 𝛼 have a
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lower 𝜖𝑖 . On these markets, endogenous default risk increases the elasticity of loan demand for
risky borrowers and decreases it for safe borrowers. In response to a credit supply shock, risky
borrowers have more volatile loan sizes and less volatile interest rates than safe borrowers. The
opposite is true on loan markets with a high elasticity of loan demand 𝜖 > 1 such as credit cards.
In response to a credit supply shock, safe borrowers have more volatile loan sizes and less volatile
interest rates than risky borrowers.

The transmission of shocks 𝑑 log𝐿 to the loan size 𝑙𝑖 is larger if borrower 𝑖 has a high risk-
weight 𝜌𝑖 in the bank’s capacity constraint. However, this e�ect is asymmetric across loan mar-
kets. On markets with a high elasticity of loan demand, the quantity limits and the interest rates
of borrowers with low risk-weights are insulated from credit supply shocks as the changes 𝑑 log 𝑙𝑖

𝑑 log𝐿

and 𝑑 log𝑅𝑖

𝑑 log𝐿
are small. On markets with a low elasticity of loan demand, the the quantity limits

of borrowers with low risk-weights are also insulated, but their interest rates can experience a
sharp increase.

4.1.2 E�ect on default risk

The elasticity 𝜖 determines how changes in total credit supply a�ect the default risk 𝜇 borne by
banks. When 𝐿 falls, loan rates increase because of the higher excess loan premium 𝜈 associated
with a tighter capacity constraints for banks. However, despite the decrease in loan volume, the
resulting change in default risk 𝜇 is ambiguous. The higher loan rate 𝑅 leads to more default
for �xed loan sizes, but the reduction in loan sizes also reduces the likelihood of default. The
balance between these two forces depends on the elasticity 𝜖 . Combining the responses of rates
and quantities we see that the credit risk of borrower 𝑖 responds as

𝑑𝜇𝑖

𝑑 log𝐿
= (1 − 𝜇𝑖)𝛼𝑖

(
1 − 1

𝜖𝑖

)
𝑑 log 𝑙𝑖

𝑑 log𝐿
. (22)

In response to a negative credit supply shock, credit risk decreases for elastic borrowers (𝜖𝑖 > 1)
and increases for inelastic ones (𝜖𝑖 < 1).

4.2 Monetary policy shocks

Monetary policy shocks to the risk-free rate 𝑅 𝑓 change banks’ cost of funds, and the transmission
of these changes is heterogeneous across loan markets in the data. Interest rates on new loans
are sticky for credit cards, but they vary signi�cantly over time for mortgages. Furthermore, the
transmission of monetary policy depends on bank health. It can be weaker when bank balance
sheets are impaired (e.g., Jimenez et al. 2012, Acharya et al. 2019), or it can be stronger (Geanako-
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plos and Rappoport, 2019). The goal of this section is to explain these features by extending our
previous results to monetary policy shocks.

4.2.1 Bank to borrower transmission

The bank lending channels ofmonetary policy depend on borrower credit risk and the elasticity of
loan demand on various markets. The transmission of shocks to banks’ funding cost 𝑅 𝑓 into loan
rates and quantities also depends on whether banks’ lending capacity constraints are binding.

Unconstrained banks. If banks’ loan supply 𝐿 is su�ciently high (i.e., larger than the
total unconstrained loan demand 𝐿∗), then the interest rate pass-through works through banks’
zero pro�t condition for each borrower 𝑅𝑖

(
1 − 𝜇𝑖

)
= 𝑅 𝑓 . The interest rate transmission after

accounting for changes in loan quantities is

𝑑 log𝑅𝑖

𝑑 log𝑅 𝑓
=

1
1 − 𝛼𝑖 + 𝛼𝑖𝜖𝑖

. (23)

The interest rate 𝑅 increases less than one for one with banks’ funding cost 𝑅 𝑓 and the transmis-
sion of monetary policy is weaker if 𝛼𝑖

(
𝜖𝑖 − 1

)
> 0. In contrast, it is stronger if 𝛼𝑖

(
𝜖𝑖 − 1

)
< 0.

Therefore, interest rates are sticky in response to monetary policy shocks on loan markets where
the elasticity of loan demand 𝜖 is high such as credit cards. They are more volatile on markets
where 𝜖 is low such as mortgages.

Constrained banks. The change in bank lending capacity following a monetary policy
shock − 𝑑 log𝐿

𝑑 log𝑅 𝑓 is key for the resulting changes in loan terms. One interpretation of 𝐿 is that it
arises from a regulatory constraint faced by the bank which limits its total lending depending on
its capital. In that case, monetary shocks a�ect 𝐿 in a way that depends on the duration of equity.
Another interpretation is that 𝐿 is determined by banks’ market power on deposits, together with
constraints on wholesale funding. While our loan market is perfectly competitive, one possibility
is to interpret the “deposit channel of monetary policy” in Drechsler, Savov and Schnabl 2017 as
an e�ect of 𝑅 𝑓 on banks’ total loan supply 𝐿, inclusive of how banks use their market power on
deposits.

If 𝐿 does not react to 𝑅 𝑓 , then steady state interest rates and quantities will not change and
𝑅 𝑓 only a�ects banks’ static pro�t per dollar. As we show in the next section, monetary policy
can still have a dynamic e�ect on total lending 𝐿𝑡 over the transition. If 𝐿 reacts to 𝑅 𝑓 , then
the transmission of monetary policy to loan terms on a given market can be either dampened
or ampli�ed depending on the elasticity of loan demand. The next proposition formalizes these
results, assuming equal risk-weights 𝜌𝑖 = 1 for simplicity.
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Proposition 4. Suppose 𝜌𝑖 = 1. The pass-through of banks’ funding cost 𝑅 𝑓 to loan rate 𝑅𝑖 is

• When banks are unconstrained:

𝑑 log𝑅𝑖

𝑑 log𝑅 𝑓
=
𝜖𝑖

𝜖𝑖
, (24)

𝑑 log 𝑙𝑖

𝑑 log𝑅 𝑓
= −𝜖𝑖 . (25)

• When banks are constrained:

𝑑 log𝑅𝑖

𝑑 log𝑅 𝑓
=
𝜖𝑖

𝜖𝑖
×
(−1
𝜖

𝑑 log𝐿
𝑑 log𝑅 𝑓

)
, (26)

𝑑 log 𝑙𝑖

𝑑 log𝑅 𝑓
= −𝜖𝑖 ×

(−1
𝜖

𝑑 log𝐿
𝑑 log𝑅 𝑓

)
. (27)

If 𝑑 log𝐿
𝑑 log𝑅 𝑓 = −𝜖 , then monetary policy transmission to loan terms does not depend on the bank’s

capacity constraint.

Proof. See Appendix C.1. �

4.2.2 E�ect on default risk

With endogenous credit risk, changes in loan terms due to variations in banks’ cost of fund will
a�ect the total credit risk borne by banks. We now analyze how banks’ portfolio risk reacts to a
decrease in 𝑅 𝑓 . The total e�ect can be decomposed into two parts: �rst, a change in the price and
non-price terms of loans for a given set of borrowers (intensive margin); second, a reallocation
of bank loans towards speci�c borrowers (extensive margin).

Within borrower groups, lower interest rates lead to less credit risk on loan markets with a
low demand elasticity as 𝑅𝑙 decreases, and more credit risk on markets with a high elasticity as
𝑅𝑙 increases. In addition, there is a composition e�ect towards high elasticity borrowers because
their loan sizes increase more after a decrease in 𝑅 𝑓 . The e�ect on the bank’s portfolio risk
depends on the credit risk of these borrowers. On markets with a low average demand elasticity
such as mortgages, the borrowers with a higher elasticity have a higher risk of default. On these
markets, a credit boom increases the weight of risky borrowers in banks’ portfolios. The opposite
is true for markets with a high demand elasticity such as credit cards, where the borrowers with
a higher elasticity have a lower risk. The total e�ect is

𝑑 log
(
E
[
1 − 𝜇𝑖

] ) ≈ Cov
(
𝜇𝑖, 𝜖𝑖

)
𝑑 log𝑅 𝑓 − E

[
𝑑𝜇𝑖

]
E [1 − 𝜇𝑖] (28)
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4.3 Empirical Implications

Building on the general results above, we now illustrate themwith a special case of themodel. Our
results explain a key feature ofmortgage and credit cardmarkets: the heterogeneous transmission
of bank shocks across borrowers.

4.3.1 Calibration

Technology and preferences. Borrowers have preferences with constant relative risk aver-
sion. Borrower income is i.i.d. and follows a Pareto distribution with shape parameter 𝛼 , where
a higher value corresponds to a riskier distribution. The cumulative distribution function of in-
come 𝑦 is 𝐹𝑦 (𝑦) = 1 − (𝑦min

𝑦
)𝛼 if 𝑦min ≤ 𝑦 ≤ 𝑦max and 𝐹𝑦 (𝑦) = 0 if 𝑦 < 𝑦min or 𝑦 > 𝑦max, where

𝛼,𝑦min, 𝑦max > 0. Loans are unsecured. In that case, the default elasticity 𝛼 de�ned in (4) is
constant, and equal to the Pareto parameter 𝛼 .

Su�cient statistics: Empirical estimates. The default elasticity 𝛼 is a measure of borrower
risk as it determines the sensitivity of the bank’s recovery value to interest rate changes. Safe
borrowers have a low value of 𝛼 while risky borrowers have a high value (Di Maggio et al. 2017,
Fuster and Willen 2017).

The elasticity of borrowers’ loan demand 𝜖 di�ers across loan markets. It is lower than one for
mortgages and ranges between 0.07 and 0.50 (Best, Cloyne, Ilzetzki and Kleven 2019, Fuster and
Zafar 2021, Benetton 2021). The typical loan size is equal to the di�erence between a borrower’s
targeted house size and its down payment, which vary very little with interest rates. It is higher
than one and around 1.30 for credit cards, which tend to be used for consumption smoothing
instead (Gross and Souleles, 2002).

Su�cient statistics: Model determinants. Figure 1 illustrates the determinants of the de-
mand elasticity 𝜖 in our workhorse model. We reproduce key features of the data. First, 𝜖 in-
creases in the elasticity of intertemporal substitution, but it increases less for riskier borrower
types (Best, Cloyne, Ilzetzki and Kleven 2019). Second, 𝜖 increases in borrowers’ cash-on-hand
and income, and it increases by less at higher levels (Buchak, Matvos, Piskorski and Seru 2020).

Interest rates do not fully capture credit conditions. On Figure 2, the black curve depicts
the rate 𝑅 charged to borrowers by banks, the red curve depicts the shadow rate 𝑅(1 + 𝜏), which
accounts for the credit rationing wedge 𝜏 . The rate 𝑅 is increasing in risk 𝛼 at low risk levels.
At high risk levels 𝛼 , a lower 𝑅 becomes optimal because a higher rate would only increase the
borrower’s default probability. High risk borrowers do borrow less, however, but the reduction
in lending is achieved through a tightening of their quantity limit. It translates into a shadow
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Figure 1: Sensitivity of the interest rate-elasticity 𝜖 to the elasticity of intertemporal substitution
(EIS) and the initial endowment 𝑦0 for low risk (𝛼 = 0, in blue) and high risk (𝛼 = 0.5, in red)
borrowers.
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Figure 2: Equilibrium interest rate as a function of borrower risk𝛼 , where𝛼 is the shape parameter
of a Pareto distribution (a higher 𝛼 corresponds to a riskier distribution). The black curve depicts
the contractual rate 𝑅 (left scale) charged to borrowers by banks. The red curve depicts the
shadow rate 𝑅(1 + 𝜏) (right scale), which accounts for the rationing wedge.

loan rate 𝑅(1 + 𝜏) which monotonically increases in borrower’s risk. The wedge acts like a tax
imposed by banks on borrowers, such that they borrow less for a given rate.

Bank-dependent credit surface. Figure 3 plots the interest rate schedules for two types of
households indexed by the Pareto parameter 𝛼 of their income process. Borrower credit risk is
increasing in 𝛼, which equals the default elasticity. A negative shock to total lending capacity 𝐿

corresponding to an excess loan premium of 𝜈 = 5% shifts the interest rate schedule upwards for
both borrowers.

In the case of a constant default elasticity 𝛼 , we can solve the di�erential equation (19) in
closed form:

𝑅 (𝑙) = 𝑅 ×
(
𝑙

𝐿

) 𝛼
1−𝛼

(29)
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Figure 3: Each borrower𝛼 faces an increasing interest rate schedule𝑅𝛼 (𝑙) (black lines). Borrowers
choose the point at which their indi�erence curve (blue lines) is tangent to the rate schedule. The
red line is the contract curve ℓ𝛼 (𝑅) obtained by varying total lending capacity 𝐿 or equivalently
the excess loan premium 𝜈 .

where 𝑅 is the equilibrium rate given lending capacity 𝐿, that is ℓ
(
𝑅
)
= 𝐿. With several borrower

types (e.g., FICO scores for households or credit ratings for �rms), we obtain one curve (29) per
borrower. The credit surface consists of the collection of these curves.

The e�ect of shocks on the credit surface is captured by the su�cient statistics{
𝑅𝑖

ℓ𝑖 (𝑅𝑖)
𝛼𝑖

1−𝛼𝑖

}
𝑖

(30)

where {𝑅𝑖}𝑖 are the equilibrium interest rates. First, a negative shock to total lending capacity 𝐿

induces a general upward shift in the credit surface. The interest rate schedules faced on both
more elastic loan markets (where 𝑅𝑖 is sticky while ℓ𝑖 (𝑅𝑖) drops) and less elastic markets (where
𝑅𝑖 jumps while ℓ𝑖 (𝑅𝑖) is sticky) shift upwards. Second, interestingly, these changes are hetero-
geneous across borrower types. Di�erences in borrower risk 𝛼𝑖 determine which parts of the
surface increase by more, as we show below.

These results are key to explain how the cross-section of loan terms respond to bank shocks,
and how these responses di�er across loan markets.

4.3.2 Credit supply shocks

Proposition 3 describes the heterogeneous transmission of the credit boom of the 2000s to risky
borrowers on mortgage markets and to safe borrowers on credit markets. The positive credit
supply shock 𝑑 log𝐿 > 0 generated an increase in loan quantities 𝑙 and a decrease in interest
rates 𝑅 on both markets. For mortgages, the low elasticity of loan demand 𝜖 < 1 resulted in a
decrease in the face value 𝑅𝑙 to be repaid, hence a decrease in default risk 𝜇 for all borrowers. For
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Figure 4: Borrowers with high 𝛾 = 0.9, log-log scale. Left: safer borrowers (low 𝛼), right: riskier
borrowers (high 𝛼). The vertical red segment has length 𝜈 ≈ 7%: the bank equalizes 𝜈 across
types, which tells us how quantities and rates react for each type. Both types have the same
actual loan demand elasticity (the orange line with slope − (1 − 𝛾)) but the contract curve is less
elastic for riskier borrowers (1 < 𝜖𝑏 < 𝜖𝑎) hence credit contracts more for safer borrowers.

risky borrowers with a high default elasticity 𝛼 , the decrease in default risk was larger, hence the
increase in expected pro�ts per risk-weighted dollars 𝜋

𝜌𝑙
was also larger for these borrowers. In

order to increase their total pro�ts, banks optimally increased lending 𝑙 to them. Therefore, loan
quantities increased more for risky than for safe mortgage borrowers during the credit boom.
The opposite happened for credit cards. The high elasticity of loan demand 𝜖 > 1 resulted in an
increase in the face value 𝑅𝑙 to be repaid, hence an increase in default risk 𝜇. For safe borrowers
with a low default elasticity 𝛼 , the increase in default risk was smaller, hence the decrease in
expected pro�ts per risk-weighted dollars 𝜋

𝜌𝑙
was also smaller. In order to increase their total

pro�ts, banks optimally increased lending 𝑙 to them. Therefore, loan quantities increased more
for safe than for risky credit card borrowers.

The reason for this result is that endogenous default risk a�ects the elasticity of borrowers’
demand for loan. Figure 4 shows that on markets with a high elasticity of loan demand such as
credit cards, endogenous default risk makes risky borrowers e�ectively less elastic (1 < 𝜖𝑏 <

𝜖𝑎). Their loan quantities increases by less and their loan rates decrease by more in response
to a positive credit supply shock 𝑑 log𝐿 > 0. As Figure 5 shows, on inelastic markets such as
mortgages, risky borrowers are e�ectively more elastic (𝜖𝑎 < 𝜖𝑏 < 1). Their loan quantities
increase by more and their loan rates decrease by less when 𝑑 log𝐿 > 0.

4.3.3 Monetary policy shocks

Bank lending channels. Figure 6 describes the percentage changes in interest rates and loan
sizes in response to changes in deposit rates, as a function of the elasticity of loan demand and
banks’ capacity constraint. First, when faced with a tightening of monetary policy, unconstrained
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Figure 5: Borrowers with low EIS 𝜎 = 0.2, log-log scale. Left: safe borrowers (𝛼 = 0), right: risky
borrowers (high 𝛼). The vertical red segment has length 𝜈 ≈ 7%: the bank equalizes 𝜈 across
types, which tells us how quantities and rates react for each type. The contract curve is more
elastic for risky borrowers (𝜖𝑎 < 𝜖𝑏 < 1) hence credit contracts more for them.

banks (left panels) pass through the increase in the policy rate more than one-for-one on loan
markets with a low demand elasticity, and less than one-for-one onmarkets with a high elasticity,
where the bank lending channel is dampened. However, the decrease in loan sizes is steeper
on markets on these markets, so that borrowers are eventually relatively more credit-rationed.
Second, when banks are constrained but their capacity constraints are not very sensitive to the
policy rate (middle panels), the transmission of monetary policy is further dampened. Loan terms
are largely determined by bank’s lending capacity, so the relative insensitivity of the latter to
the policy rate partly insulates borrowers from a credit tightening. Conversely, an insensitive
bank lending capacity reduces the transmission of policy cuts to the cross-section of loan terms.
Third, a high sensitivity of banks’ capacity constraints to policy rates (right panels) ampli�es the
transmission of monetary policy to loan terms, since interest rates react more than one-for-one
on all markets.

Bank portfolio risk. Figure 7 shows how individual default probabilities react to changes in
banks’ cost of funds relative to a baseline 𝑅 𝑓 = 5%, and the resulting change in the total credit
risk of the bank’s portfolio of loans. First, the decrease in 𝑅 𝑓 results in a smaller decrease in the
loan rate of high elasticity borrowers, who face a larger increase in loan size. As a result, their
credit risk increases sharply when rates decrease. In contrast, the risk of low elasticity borrowers
decreases, even though their interest rate decreases more than one-for-one with 𝑅 𝑓 . Interestingly,
endogenous default risk leads to opposite results for borrowers with di�erent demand elasticities.
Second, even when these borrowers start with identical weights in bank’s loan portfolio, the total
e�ect is an increase in the total credit risk borne by the bank. Quantitatively, most of it arises from
changes in loan terms, which induce a large increase in credit risk for high elasticity borrowers.
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Figure 6: Percentage changes in loan rates and sizes as a function of banks’ funding cost. Changes
are plotted in cases where banks are unconstrained (left panels), constrained with inelastic lend-
ing capacity (middle panels), and constrained with elastic lending capacity (right). For each case,
they are plotted for borrowers with a low (blue) vs. high (red) elasticity of loan demand.

The increase in the bank’s default risk due to the composition e�ect also increases when 𝑅 𝑓

decreases.

Other non-price rerms: Reaching for yield and covenant-lite loans. The issuance of loans
with weak covenants has been linked to historically low risk-free rates (e.g., Roberts and Schwert
2020). In themodel, lenders trade o� the price and non-price terms as their cost of funds decreases.
Figure 8 shows that this trade o� depends on the elasticity of loan demand 𝜖 . Low interest rates
are associated with looser covenants 𝑧∗ for low elasticity borrowers, whose default risk falls when
rates are low because 𝑅𝑙 decreases. However, they are associated with tighter covenants for high
elasticity borrowers for which 𝑅𝑙 increases.

5 Endogenous Persistence of Credit Crises

After having analyzed how loan terms reacts to bank shocks, we now turn to the transition dy-
namics of credit crises. We extend the model dynamically, and show that the impact of a deterio-
ration in banks’ balance sheets is endogenously more persistent on loan markets where non-price
terms adjust more than interest rates. We illustrate these �ndings by calibrating the model to the
U.S. mortgage and credit card markets.
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Figure 7: E�ect of the decline in the risk-free rate, starting from a baseline 𝑅 𝑓 = 5%, on individual
default probabilities for borrowers with low vs. high elasticity 𝜖 (left panel), and on the total
e�ective default probability of the bank’s loan portfolio (right panel).
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Figure 8: Covenant-lite loans: e�ect of bank’s cost of fund on loan terms starting from a baseline
log𝑅 𝑓 = 5%, contrasting low elasticity 𝜖 (blue) and high 𝜖 (red) borrowers.

5.1 Dynamic model

We �rst analyze banks that are active on a single loan market, and then turn to banks that simul-
taneously lend on multiple markets. Time is discrete and the economy has an in�nite horizon.
Banks face overlapping generations of borrowers, and their capital varies over time as a function
of their pro�ts and losses on loan markets. Starting from equilibrium lending 𝑙∗ in a steady state
where banks are marginally unconstrained and thus 𝜈 = 0, a negative credit supply shock lowers
banks’ capacity to 𝑙0 < 𝐿∗, i.e., by a proportional amount

𝛿 =
𝐿∗ − 𝑙0

𝐿∗
(31)

that increases the excess loan premium to 𝜈0 > 0. After the initial shock the economy evolves
deterministically under perfect foresight.

As in the large literature on the dynamics of banking crises (Gertler and Kiyotaki, 2010), we
assume that banks are unable to raise capital in the short run hence equity, which determines
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their lending capacity, recovers slowly through retained earnings. This is the only source of
intertemporal linkages in the model: a high excess loan premium at date 𝑡 increases retained
earnings and thus equity growth from 𝑡 to 𝑡 + 1, which increases lending capacity at 𝑡 + 1. We
capture these dynamics by assuming that banks’ lending capacity, and therefore the total supply
of loans, evolves according to

𝑙𝑡+1 = (1 + 𝜙𝜈𝑡 ) 𝑙𝑡 (32)

for some parameter 𝜙 > 0. Thus high spreads 𝜈𝑡 recapitalize the banks and increase their lending
capacity in the next period.6

Substituting for the loan contract curvewith capacity constraints which arises from the bank’s
problem, we obtain that at each date

(1 + 𝜙𝜈𝑡 ) ℓ (𝑅 (𝑙 (𝜈𝑡 ) , 𝜈𝑡 )) = ℓ (𝑅 (𝑙 (𝜈𝑡+1) , 𝜈𝑡+1)) . (33)

As previously, 𝑅 (𝑙, 𝜈) solves 𝑅 (1 − 𝜇 (𝑅𝑙)) = 𝑅 𝑓 + 𝜈 holding 𝑅 𝑓 and 𝑧 �xed, and 𝑙 (𝜈) solves
the static loan market clearing condition 𝑙 = ℓ (𝑅 (𝑙, 𝜈)). Linearizing the law of motion for the
total supply of loans around its steady state 𝑙∗ and using our previous expressions for 𝜕𝑅

𝜕𝜈
, 𝜕𝑅
𝜕𝑙
, the

implicit function theorem gives the law of motion for the excess loan premium 𝜈𝑡 :

𝜈𝑡+1 =
(
1 − 𝜙𝑅 𝑓

𝜖

)
𝜈𝑡 (34)

where 𝜖 = 𝜖
(1−𝛼)+𝜖𝛼 is the risk-adjusted elasticity of loan demand de�ned previously.

5.2 Impact and persistence of bank shocks

Impact. The initial jump in the excess loan premium, or pro�ts per risk-weighted dollar, is

𝜈0 =
𝑅 𝑓

𝜖
𝛿. (35)

The larger it is, the more quickly the resulting increase in banks’ pro�ts allows the total supply of
loans tot recover back to the unconstrained steady state 𝑙∗.Conversely, a low excess loan premium
𝜈0 recapitalizes the bank more slowly and makes the decrease in the supply of loans 𝑙𝑡 more per-
sistent. Therefore, accounting for non-price terms is key for the persistence of credit crises. On
loan markets where they are tightened more, interest rates and the excess loan premium increase
by less, making the recapitalization of the bank slower and the credit crisis more persistent. The
persistence of the credit crisis endogenously depends on the risk-adjusted elasticity of loan de-

6The law of motion (32) is standard. For instance, it obtains when banks face a leverage constraint 𝑙𝑡 ≤ 𝑘 · 𝑛𝑡 ,
where 𝑛𝑡 denotes the net worth at 𝑡 , and banks retain a fraction 𝑏 ∈ (0, 1) of their earnings in every period. In that
case 𝑙𝑡+1 = 𝑙𝑡 (1 + 𝑏𝜈𝑡 ).
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mand 𝜖 . Onmarkets with a low average demand elasticity such as mortgages, endogenous default
risk 𝛼 > 0 increases the elasticity 𝜖 which determines the response of non-price terms, including
quantity limits, to credit supply shocks. A higher 𝜖 leads to a larger tightening of non-price terms
and a lower increase in the interest rate on such markets.

Proposition 5 describes the impact of the risk-adjusted elasticity of loan demand on the full
dynamics of lending.

Proposition 5. Denote 𝜑 =
𝜙𝑅 𝑓

𝜖
and the size of the initial credit supply shock 𝛿 =

𝑙∗−𝐿0
𝑙∗ . In a

�rst-order approximation, the dynamics of the excess loan premium 𝜈𝑡 and bank lending 𝐿𝑡 follow

𝜈𝑡 =
𝑅 𝑓

𝜖
𝛿 (1 − 𝜑)𝑡 , (36)

𝑙𝑡 = 𝑙∗
[
1 − 𝛿 (1 − 𝜑)𝑡 ] . (37)

Persistence. The persistence of the credit crisis is measured by the half-life of the excess loan
premium 𝜈 , de�ned as the time 𝑇 that it takes for 𝜈 to revert back to half of its initial value
𝜈𝑇 = 𝜈0/2, before it ultimately goes back to zero. With Proposition 5, we can compute the half-
life of the credit crisis

𝑇 =
log 2

− log (1 − 𝜑) . (38)

The persistence of the credit crisis over the full transition dynamics also depends on the ad-
justment of non-price terms through the risk-weighted elasticity 𝜖 in 𝜑 , similar to the initial jump
in the excess loan premium. The more non-price terms are tightened in response to the credit
supply shock, the less interest rates increase. Therefore, the longer it will take for the excess loan
premium 𝜈𝑡 to go back to zero and for credit supply 𝑙𝑡 to go back to its unconstrained value 𝑙∗.

This key result distinguishes intermediary-based loan pricing with multidimensional con-
tracts from canonical macro-�nance models (e.g. Kiyotaki and Moore 1997, Gertler and Kiyotaki
2010). In these models, a special case of Proposition 5 holds. Credit risk 𝜇 is exogenous, so 𝛼 = 0.
As a result, the risk-adjusted elasticity of loan demand 𝜖 is lower for instance on mortgage mar-
kets, and equal to the unconstrained loan demand elasticity 𝜖𝑢 . Therefore, quantity limits and the
non-price terms of loans are tightened by less after a negative credit supply shock. In contrast,
interest rates 𝑅 increase more in order to lower borrower demand for credit and equate it with
the bank’s lending capacity. This leads to a larger increase in the excess loan premium, or pro�ts
per dollar 𝜈 , which quickly recapitalizes the bank. Credit supply 𝑙𝑡 quickly goes back to its un-
constrained value 𝑙∗, and the credit crisis is short-lived. In contrast, in our model default risk is
endogenous with 𝛼 > 0, which increases the risk-adjusted elasticity 𝜖 . The larger elasticity leads
to a larger tightening in quantity limits and non-price terms after a negative credit supply shock,
and a lower increase in interest rates. The resulting excess loan premium stays persistently lower,

30



slowing down the recapitalization of the bank and the recovery of credit supply. In this case, the
credit crisis is endogenously more persistent.

Impact vs. persistence. How are the loan payments of overlapping generations of borrowers
a�ected in response to a negative credit supply shock? On loan markets where the elasticity
of loan demand 𝜖 is high, the initial increase in the excess loan premium 𝜈0 is smaller. Current
borrowers are hurt less as the crisis is initially milder with a low excess loan premium 𝜈 . However,
the high elasticity 𝜖 also implies that the crisis is more persistent, so that future borrowers are
more a�ected. The net e�ect gives rise to an intertemporal trade-o� between generations of
borrowers.

With non-linear contracts and endogenous credit risk, the speed of bank recapitalization
changes relative to standard models with linear contracts where no quantity limits are imposed
by banks. The direction of the e�ect depends on the elasticity of loan demand:

• If 𝜖 < 1, then log 2

− log
(
1−𝜙𝑅𝑓

𝜖

) ≤ 𝑇 ≤ log 2
− log(1−𝜙𝑅 𝑓 ) : relative to a model with linear contracts,

crises are milder on impact, but more persistent;

• If 𝜖 > 1, then log 2
− log(1−𝜙𝑅 𝑓 ) ≤ 𝑇 ≤ log 2

− log
(
1−𝜙𝑅𝑓

𝜖

) : relative to a model with linear contracts,

crises are stronger on impact, but less persistent.

In total, does intermediary-based loan pricing with multidimensional contracts lead to a worse
e�ect of credit contractions over the full transition dynamics? Interestingly, we �nd that the ef-
fects of endogenous impact and persistence of the crisis exactly compensate each other in present
value terms relative to standard models. Proposition 6 describes this neutrality result.

Proposition 6. For an initial credit supply shock 𝛿 =
𝑙∗−𝐿0
𝑙∗ , the cumulative excess loan premium is

given by
∞∑︁
𝑡=0

𝜈𝑡 =
𝛿

𝜙
(39)

and is therefore independent of the risk-adjusted elasticity of loan demand 𝜖 .

Proposition 6 highlights the bene�t from using su�cient statistics. The cumulative impact of
a credit supply shock measured by the cumulative excess loan premium depends on the initial
shock 𝛿 and the bank’s balance sheet through the product of its leverage and earnings retention
ratio 𝜙 . The cumulative impact of the shock is independent of the speci�c features of credit mar-
kets, such as borrower preferences, the microeconomic and information frictions which generate
endogenous default risk 𝛼 > 0, and the feasible contract space with linear vs. multidimensional
non-linear contracts. This result allows to compare credit crises in the cross-section and the time
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series. As long as the bank parameter 𝜙 remains the same or can be controlled for, the cumulative
spread relative to the initial shock 𝛿 should be unchanged.

Banks simultaneously active on each loan market. We now combine the transition dy-
namic analysis with our results on the incidence of credit supply shocks in the cross-section of
loan markets. For simplicity, assume identical risk-weights 𝜌𝑖 = 1. In a �rst-order approximation,
the aggregate supply of loans in each period is∑︁

𝑖

𝑙𝑖𝑡+1 (𝜈𝑡+1) = (1 + 𝜙𝜈𝑡 )
∑︁
𝑖

𝑙𝑖𝑡 (𝜈𝑡 )

= (1 + 𝜙𝜈𝑡 )
∑︁
𝑖

𝑙𝑖,∗
(
1 − 𝜖𝑖𝜈𝑡

)
(40)

Therefore, the excess loan premium 𝜈𝑡 follows a similar transition dynamics as in Equation (36)
when banks are active on a single market at a time. The di�erence is that the risk-weighted
elasticity of loan demand which governs the persistence of credit crises is a weighted average∑
𝜔𝑖𝜖𝑖 of these elasticities on the various markets on which the bank is active, where more weight

is given to markets with higher steady state loan shares 𝜔𝑖 = 𝑙𝑖,∗∑
𝑙𝑖,∗ . The speed at which the bank

is recapitalized by an increase in interest rate spreads and the persistence of the credit crisis are
governed by the average risk-adjusted elasticity. As a result, credit crises will be more persistent
when banks lend to more elastic borrowers.

How are the di�erent generations of borrowers a�ected over time in this case? The evolution
of loan quantities on each market is given by

𝑙𝑖𝑡 = 𝑙𝑖,∗ − 𝜖𝑖𝜈𝑡 . (41)

Therefore, all loan quantities recover at the same speed across markets, which is determined by
their common excess loan premium 𝜈𝑡 . Loan markets where borrowers 𝑖 have a higher elasticity
𝜖𝑖 su�er a larger initial tightening, and the di�erences in loan quantities with borrowers 𝑗 on
less elastic markets, who are less rationed, is determined by the ratio of their elasticities of loan
demand. When they are di�erent, the di�erence in loan quantities remains large and constant
over time:

𝑙 𝑗,∗ − 𝑙
𝑗
𝑡

𝑙𝑖,∗ − 𝑙𝑖𝑡
=
𝜖 𝑗

𝜖𝑖
∀𝑡 (42)

How do these changes a�ect banks’ balance sheets? Pro�t per dollar 𝜈𝑡 is common across bor-
rowers, so the bank earns expected pro�ts equal to 𝜈𝑡𝑙𝑖𝑡 from type 𝑖 borrowers. As a result, elastic
borrowers for which 𝑙𝑖𝑡 decreases more (and 𝑅𝑖𝑡 increases less) induce lower expected pro�ts for
the banks that lend to them. Inelastic borrowers for which 𝑅𝑖𝑡 increases more (𝑙𝑖𝑡 decreases less)
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are hurt less by the credit crunch in terms of the loan amount borrowed, but they are also paying
for the excess interest rate spread that allows the bank to recapitalize itself.

5.3 Empirical Implications

After having described the general results, we now use a special case of the model to illustrate
them. Our �ndings explain a key feature of the U.S. mortgage and credit card markets: the per-
sistence of credit crises.

We calibrate a simple model of U.S. credit markets where loan contracts have multiple price
and non-price terms. The economy is populated by overlapping generations of borrowers with
di�erent elasticities of loan demand, to which banks allocate the total supply of credit. Banks
lend to borrowers on the markets for mortgages and credit cards. First, we analyze the transition
dynamics of a credit crisis when banks are active on each loan market separately. Then, we turn
to the case where each bank is active on the two markets simultaneously.

5.3.1 Calibration

The two markets have di�erent elasticities of loan demand, and for simplicity the same number
of borrowers. We calibrate the model using data on U.S. mortgage and credit card markets before
the Great Recession to match six moments, which are reported in Table 1.

Borrowers on themortgagemarket have a low elasticity of loan demand 𝜖 . Empirical estimates
for the low 𝜖 are generally below 1, and range from 0.05 in Benetton (2021) (in a structural model
of the U.S. banking system), to 0.11 in Fuster and Zafar (2021) (in survey data), and 0.5 in Best
et al. (2019) (using bunching at LTV thresholds). Borrowers on the credit card market have a high
elasticity 𝜖 . Estimates for the high 𝜖 are generally above 1; we target 1.3 as in Gross and Souleles
(2002). We use the EIS of the two borrower types to match the low and the high 𝜖 , and obtain 0.6
and 1.4.

We consider a single risk category for each market. To calibrate the default elasticity 𝛼 , we
�rst compute the elasticity 𝑅𝑙𝜇 ′

𝜇
which can be more easily estimated. We obtain an elasticity of

default rates to interest rates of 𝑅𝑙𝜇 ′
𝜇

= 1.45, within the range of empirical estimates of 1.1 in Fuster
and Willen (2017) and 2 in Di Maggio et al. (2017). With an e�ective default probability 𝜇 = 0.1
this corresponds to 𝛼 = 0.16.

For mortgages, we target average interest rates and LTV limits before the recession, in 2000-
2007. We match values of respectively 15% and 0.82. The interest rate of 15% is also in line with
the average annual percentage rate on credit cards, which ranges between 14% and 17% (Federal
Reserve Board, G.19 Consumer Credit).
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Variable Description Value Target Source

low 𝜖 Elasticity of loan demand: mortgages 0.6 [0.11, 0.5] See text
high 𝜖 Elasticity of loan demand: credit cards 1.4 1.3 See text
𝛼 Default elasticity 0.16 [0.12, 0.22] See text
𝑅 − 1 Interest rate 15% [3%, 18%] Primary Mortgage Survey
LTV Loan-to-value limit 0.82 [0.8, 1] Urban Institute

Table 1: U.S. mortgage and credit card markets: targeted moments
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Figure 9: Dynamics of the cross-section of loans terms in the U.S. mortgage (blue) and credit
card (red) markets in response to a tightening in banks’ lending capacity. Impulse response func-
tions for loan sizes, loan-to-value and payment-to-income ratios, excess loan premium, mortgage
spreads, and default risk are plotted for each loan market.

5.3.2 Transition dynamics

We study the transitions dynamics of a credit crisis on the two loan markets. The economy starts
from a steady state with 𝜈 = 0 where banks are unconstrained and 𝐿∗ ≤ 𝐿. At 𝑡 = 0, bank lending
capacity 𝐿 contracts 10% below its steady state value 𝐿∗.

Banks separately active on each loan market. Figure 9 plots the transition dynamics of the
economy when separate banks lend on each market. By construction, loan sizes 𝐿 decrease by
10% upon impact on each loan market. The excess loan premia 𝜈 increase di�erently on each
market in response to the negative credit supply shock. The increases in 𝜈 re�ect the tightness of
the banks’ capacity constraints for mortgages with a low elasticity of loan demand 𝜖 < 1 (blue)
and for credit cards with a high 𝜖 > 1 (red).
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The dynamic responses of the two loan markets are consistent with our theoretical results. In
response to the negative credit supply shock, interest rates 𝑅 increase and loan sizes 𝐿 decrease
on both markets. The credit crisis has a larger impact on mortgage markets with a low elasticity
of demand 𝜖 . The interest rate 𝑅 and the resulting excess loan premium 𝜈 increase between three
and four times as much as on credit card markets with a high 𝜖 , for the same initial decrease
in 𝐿 of 10%. As a result, the face value 𝑅𝑙 to be repaid by borrowers increases, which leads to
an increase in their endogenous default risk 𝜇 and a decrease in banks’ expected pro�ts. Over
time, interest rates 𝑅 are increased by more and non-price terms 𝐿 are tightened by less than on
markets with a high elasticity of demand 𝜖. The larger increase in 𝑅 and the higher pro�ts per
dollar 𝜈 recapitalize the banks faster by feeding back into total pro�ts. The resulting credit crisis
is less persistent, with the loan size 𝐿 going back faster to its steady state value 𝐿∗ and pro�ts per
dollar 𝜈 going back faster to zero.

The credit crisis is endogenously more persistent on loan markets with a high elasticity 𝜖

where non-price terms 𝐿 are tightened by more and interest rates 𝑅 increase by less over time.
The higher persistence of the crisis illustrates the importance of accounting for changes in non-
price terms when analyzing credit crunches, though it is initially less stark. The lower increase
in 𝑅 and the lower pro�ts per dollar 𝜈 recapitalize the banks more slowly. The loan size 𝐿 goes
back much more slowly to its steady state value 𝐿∗ and pro�ts per dollar 𝜈 remain positive much
longer. The face value 𝑅𝑙 to be repaid decreases, which leads to a decrease in the endogenous
default risk 𝜇 of borrowers. Overall, the net e�ect is an increase in the total default risk faced
by the banking sector, since lending to low 𝜖 borrowers increases more quickly than to high 𝜖

borrowers.

Banks simultaneously active on two loanmarkets. Figure 10 plots the transition dynamics
when each bank simultaneously lends to mortgage (blue) and credit card borrowers (red). The
average loan size between the two markets decreases by 10% upon impact. As each bank lends to
both groups of borrowers, it equalizes pro�ts per dollar for each group to the single excess loan
premium 𝜈 (black). The negative credit supply shock makes banks’ capacity constraints on all
loans more binding, which leads to an increase in 𝜈 . Upon impact, mortgage borrowers with a
low elasticity of loan demand 𝜖 < 1 face a larger increase in interest rates 𝑅 and smaller decrease
in loan sizes 𝐿, and credit card borrowers with a high 𝜖 > 1 face a lower increase in 𝑅 and a larger
tightening in 𝐿. Therefore, the face values of loans to be repaid 𝑅𝑙 increase for low-elasticity
borrowers and decrease for high-elasticity borrowers, leading respectively to an increase and a
decrease in their endogenous default risks 𝜇. Since the impact of the shock is larger on markets
with a high elasticity of loan demand 𝜖 , the composition of total lending shifts to borrowers with
a low elasticity 𝜖 over time. The net e�ect is an increase in the total default risk of each bank.
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Figure 10: Dynamics of the cross-section of loans terms in the U.S. mortgage (blue) and credit
card (red) markets in response to a tightening in banks’ lending capacity. Impulse response func-
tions for loan sizes, loan-to-value and payment-to-income ratios, excess loan premium, mortgage
spreads, and default risk are plotted for each market.

As implied by our theoretical results, the persistence of the credit crisis over time is similar
across the two loan markets and governed by the dynamics of the excess loan premium 𝜈 . There-
fore, diversifying lending towards high-elasticity borrowers increases the persistence of credit
crises for banks which specialize in low-elasticity borrowers. Conversely, diversifying lending
towards low-elasticity borrowers allows banks which specialize in high-elasticity borrowers to
implement cross-subsidization between the two markets. In that case, the larger initial increase in
interest rates on low-elasticity borrowers allows banks specialized in high-elasticity borrowers to
recapitalize themselves more quickly after a negative credit supply shock. This also highlights the
importance of comparing changes in interest rates to changes in non-price terms when analyzing
the e�ect of credit crises on banks that lend to multiple borrowers.

6 Conclusion

We build a model of multidimensional contracting between heterogeneous borrowers and in-
termediaries with limited lending capacity. We show that two su�cient statistics, the interest-
elasticity of borrowers’ loan demand 𝜖 and the elasticity of default rates to repayment value 𝛼 ,
predict how the cross-section of loan terms and banks’ portfolio risk react to changes in bank cap-
ital and funding costs. Our results help explain key features of loan markets for which a uni�ed
explanation has been missing so far, especially the heterogeneous transmission of bank shocks
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across loan markets and borrower risk categories, as well as the rise of covenant-lite lending in
low risk-free rate environments. We highlight an important implication of accounting for non-
price terms. Credit crises are endogenously more persistent on inelastic loan markets, where
non-price terms adjust more than interest rates in response to bank shocks. More generally, the
two su�cient statistics that we emphasize can provide useful guidance for understanding and
comparing the results of quantitative structural models applied to di�erent loan markets. Be-
yond our results in this paper, our approach allows to analyze more complex market structures
for loans such as imperfect bank competition and borrowers’ search for loan terms, which are
important extensions for future research.
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Figure 11: Loan size and loan rates for low and high risk short-term commercial and industrial
loans. Source: Board of Governors of the Federal Reserve System (US).

B E�ective Default Probability: Special Cases

Unsecured loans: pure liquidity default. The simplest case is an unsecured loan. The borrower (a
�rm or a household) is subject to an income shock 𝑦 at the date of repayment, and a “liquidity
default” happens if the realization of 𝑦 is too low. A higher repayment value 𝑅𝑙 makes it harder
to repay. With zero recovery value, borrowers default if and only if 𝑅𝑙 ≥ 𝑦 and the lender gets
nothing, so 𝜇 (𝑅𝑙) = P (𝑦 ≤ 𝑅𝑙). More generally, the bank recovers 𝜌 (𝑦, 𝑧) in case of default which
happens when 𝑦 falls below a threshold 𝑦 (𝑅𝑙, 𝑧). In that case,

𝜇 (𝑅𝑙, 𝑧)︸   ︷︷   ︸
e�ective default prob.

= 𝐹 (𝑦 (𝑅𝑙, 𝑧))︸        ︷︷        ︸
actual default prob.

(
1 − E

[
𝜌 (𝑦, 𝑧)
𝑅𝑙

|𝑦 ≤ 𝑦 (𝑅𝑙, 𝑧)
] )

(43)

Collateralized loans: liquidity and strategic default. Next, we consider collateralized loans, as
in the case of a mortgage. At date 𝑡 = 0, households can borrow 𝑙 from the bank and buy a house
of price 𝑃0, contributing a downpayment 𝑑 such that 𝑃0 = 𝑑 + 𝑙 . Then they consume

𝑐0 = 𝑦0 − 𝑑 = 𝑦0 − 𝑃0 + 𝑙 . (44)

43



At the date of repayment 𝑡 = 1, income 𝑦1 and house price 𝑃1 are realized. Borrowers have utility
𝑢 (𝑦1 − 𝑅𝑙 + 𝜒𝑃1) if they repay

𝑢
(
𝜅𝑦1 + 𝑐

)
if they default

(45)

(1 − 𝜅) 𝑦1 captures the disutility of renting aswell as the costs of exclusion from�nancial markets.
𝜒𝑃1 captures the pecuniary value of owning. Hence households default if and only if

𝑤1 ≡ 𝑦1 + 𝜒

1 − 𝜅
𝑃1 ≤

𝑐 + 𝑅𝑙

1 − 𝜅
(46)

This condition captures both liquidity defaults, stemming from a low realization of income 𝑦1, as
well as “strategic defaults”, driven by a low realization of 𝑃1. We can de�ne the borrower’s 𝑡 = 0
value function as

𝑉 (𝑙, 𝑅) = 𝑢 (𝑦0 − 𝑃0 + 𝑙) + 𝛽

[∫
𝑤1≤ 𝑐+𝑅𝑙

1−𝜅
𝑢
(
𝜅𝑦1 + 𝑐

)
𝑑𝐹 (𝑦1, 𝑃1) +

∫
𝑤1>

𝑐+𝑅𝑙
1−𝜅

𝑢 (𝑦1 − 𝑅𝑙 + 𝜒𝑃1) 𝑑𝐹 (𝑦1, 𝑃1)
]

If upon default the bank recovers 𝜁𝑃1, then the e�ective default probability is given by

𝜇 (𝑅𝑙) =
∫ ∫

𝑤1≤ 𝑐+𝑅𝑙
1−𝜅

(
1 − 𝜁𝑃1

𝑅𝑙

)
𝑑𝐹 (𝑦1, 𝑃1) . (47)

Adverse selection. When borrowers’ types are not observable, a higher repayment 𝑅𝑙 attracts
a worse distribution of borrowers. This is the classic problem analyzed by Stiglitz and Weiss
(1981). For instance, suppose in the previous examples that the distribution of income 𝐹 varies
across types: safe borrowers have a better distribution (in the sense of stochastic dominance)
than risky borrowers. In that case a higher face value 𝑅𝑙 has the additional e�ect of attracting
relatively more risky borrowers and thus increasing the e�ective default probability 𝜇.

C Proofs and derivations

C.1 Main Propositions

Proof of Proposition 2. Each bank solves

max
{𝑥𝑖 ,𝑅𝑖 ,𝑙𝑖 ,z𝑖 }

∫
𝑥𝑖𝜋 𝑖

(
𝑙𝑖, 𝑅𝑖, z𝑖

)
𝑑𝑖 (48)

s.t.
∫

𝑥𝑖𝜌𝑖𝑙𝑖𝑑𝑖 ≤ 𝐿 (49)

𝑉 𝑖
(
𝑙𝑖, 𝑅𝑖, z𝑖

) ≥ 𝑉
𝑖

(50)
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Denote 𝜈 the multiplier on the bank lending constraint (49) and 𝜆𝑖 the one on borrower 𝑖’s par-
ticipation constraint (50). The �rst-order conditions with respect to 𝑙𝑖 , 𝑅𝑖 and 𝑥𝑖 are respectively

𝑥𝑖𝜋 𝑖
𝑅 + 𝜆𝑖𝑉

𝑖
𝑅 = 0 (51)

𝑥𝑖𝜋 𝑖
𝑙
+ 𝜆𝑖𝑉

𝑖
𝑙
− 𝜈𝜌𝑖 = 0 (52)

𝜋 𝑖 − 𝜈𝜌𝑖𝑙𝑖 = 0 (53)

Therefore banks must equalize the pro�t per risk-weighted dollar across loans

𝜋 𝑖

𝜌𝑖𝑙𝑖
= 𝜈 (54)

Note that this nests the case in which the lending constraint is not binding and thus 𝜈 = 0 and
banks make zero pro�ts.

In a symmetric equilibriumwith 𝑥𝑖 = 1 for all 𝑖 , the price and quantity of each loan must solve

−
𝑉 𝑖
𝑙

𝑉 𝑖
𝑅

=

𝜋𝑖

𝑙𝑖
− 𝜋 𝑖

𝑙

𝜋 𝑖
𝑅

. (55)

Using
𝜋 𝑖 =

[
𝑅𝑖

(
1 − 𝜇𝑖

) − 𝑅 𝑓
]
𝑙𝑖 (56)

we have

𝜋𝑖

𝑙𝑖
− 𝜋 𝑖

𝑙

𝜋 𝑖
𝑅

=
𝑅𝑖

𝑙𝑖

𝑙𝑖𝜇𝑖
𝑙
/(1 − 𝜇𝑖

)
1 − 𝑅𝑖𝜇𝑖

𝑅
/(1 − 𝜇𝑖)

=
𝑅𝑖

𝑙𝑖
𝛼𝑖

1 − 𝛼𝑖

where the second line uses 𝜇𝑖 = 𝜇𝑖
(
𝑅𝑖𝑙𝑖, z𝑖

)
.

Proof of Proposition 1. We �x one borrower type 𝑖 and omit the superscripts 𝑖 . Di�erentiat-
ing (12) yields

− 𝑙𝜏𝑙

𝜏

𝑑𝑙

𝑙
− 𝑅𝜏𝑅

𝜏

𝑑𝑅

𝑅
= 𝜃

(
𝑑𝑙

𝑙
+ 𝑑𝑅

𝑅

)
(1 + 𝜏) (57)

where 𝜃 = 𝑅𝑙𝛼 ′
𝛼
. Using 1 + 𝜏 = 1

𝛼−1 hence 𝜏 (1 + 𝜏) = −𝛼
(1−𝛼)2 we get

𝜖 =
−𝑅𝜏𝑅 + 𝑅𝑙𝛼 ′

(1−𝛼)2

−𝑙𝜏𝑙 + 𝑅𝑙𝛼 ′
(1−𝛼)2

. (58)
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Letting 𝑥 = 𝑅𝑙𝛼 ′
(1−𝛼)2 , we have

𝑑
𝑑𝑥

(
−𝑅𝜏𝑅+𝑥
−𝑙𝜏𝑙+𝑥

)
=

𝑙𝜏𝑙−𝑅𝜏𝑅
(𝑏+𝑥)2 hence if 𝜃 > 0 then 𝜖 > 𝜖𝑢 =

𝑅𝜏𝑅
𝑙𝜏𝑙

if and only if
𝑙𝜏𝑙 − 𝑅𝜏𝑅 > 0.

Proof of Proposition 3 and Proposition 4. We detail the case where 𝑅 𝑓 is �xed and 𝐿 is
shocked; the converse case follows exactly the same steps. First, the bank lending constraint
implies ∑︁

𝑖

𝑑𝑙𝑖 = 𝑑𝐿 (59)

−
∑︁
𝑖

𝑙𝑖

𝐿
𝜖𝑖𝑑 log𝑅𝑖 = 𝑑 log𝐿 (60)

To obtain 𝑑 log𝑅𝑖 , rewrite (13) as

𝑅𝑖
[
1 − 𝜇𝑖

(
𝑅𝑖ℓ𝑖

(
𝑅𝑖
)
, z𝑖

) ] − 𝑅 𝑓

𝜌𝑖
= 𝜈 (61)

and di�erentiate to get for 𝑖, 𝑗

𝑑 log𝑅𝑖

𝜌𝑖
𝑅𝑖

(
1 − 𝜇𝑖

) [
1 − 𝛼𝑖

(
1 − 𝜖𝑖

) ]
=
𝑑 log𝑅 𝑗

𝜌 𝑗
𝑅 𝑗

(
1 − 𝜇 𝑗

) [
1 − 𝛼 𝑗

(
1 − 𝜖 𝑗

) ]
(62)

Therefore

−1 =
∑︁
𝑖

𝑙𝑖

𝐿
𝜖𝑖
𝑑 log𝑅𝑖

𝑑 log𝐿

=
𝑙𝑖

𝐿
𝜖𝑖
𝑑 log𝑅𝑖

𝑑 log𝐿
+
∑︁
𝑗≠𝑖

𝑙 𝑗

𝐿
𝜖 𝑗
𝑑 log𝑅 𝑗

𝑑 log𝐿

=
𝑑 log𝑅𝑖

𝑑 log𝐿
𝑅𝑖

(
1 − 𝜇𝑖

) [
1 − 𝛼𝑖

(
1 − 𝜖𝑖

) ]
𝜌𝑖

{∑︁
𝑗

𝜔 𝑗𝜖 𝑗
𝜌 𝑗

𝑅 𝑗 (1 − 𝜇 𝑗 )

}
(63)

where 𝜔 𝑗 = 𝑙 𝑗

𝐿
are loan weights and 𝜖 𝑗 = 𝜖 𝑗

1−𝛼 𝑗 (1−𝜖 𝑗 ) is the risk-adjusted elasticity. This rewrites

𝑑 log𝑅𝑖

𝑑 log𝐿
= − 𝜌𝑖

𝑅𝑖 (1 − 𝜇𝑖)
𝜖𝑖

𝜖𝑖
× 1∑

𝑗 𝜔
𝑗𝜖 𝑗

𝜌 𝑗

𝑅 𝑗 (1−𝜇 𝑗 )
(64)

which implies

𝑑 log 𝑙𝑖

𝑑 log𝐿
= −𝜖𝑖𝑑 log𝑅

𝑖

𝑑 log𝐿
(65)
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and
𝑑 log𝑅𝑖

𝑑 log𝐿
= − 1

𝜖𝑖
𝑑 log 𝑙𝑖

𝑑 log𝐿
. (66)

Since 𝑅𝑖
(
1 − 𝜇𝑖

)
= 𝑅 𝑓 + 𝜌𝑖𝜈 , for small

(
𝜌𝑖 − 𝜌 𝑗

)
𝜈 we have 𝑅𝑖

(
1 − 𝜇𝑖

) ≈ 𝑅 𝑗
(
1 − 𝜇 𝑗

)
hence

𝑑 log 𝑙𝑖

𝑑 log𝐿
≈ 𝜌𝑖𝜖𝑖∑

𝑗 𝜔
𝑗𝜌 𝑗𝜖 𝑗

. (67)

C.2 Other Calculations

The e�ective default probability is lower than the actual one thanks to the positive recovery rate.
Then

𝜇′ (𝑅𝑙) = 𝜅𝑓 (𝑦 (𝑅𝑙)) + 1 − 𝜅

(𝑅𝑙)2
∫ 𝑦 (𝑅𝑙)

𝑦min

𝑦𝑑𝐹 (𝑦) (68)

while

𝛼 (𝑅𝑙) = 𝑅𝑙𝜇′ (𝑅𝑙)
1 − 𝜇 (𝑅𝑙)

=
𝑅𝑙𝜅

𝑓 (𝑅𝑙)
𝐹 (𝑅𝑙) + (1 − 𝜅) E [ 𝑦

𝑅𝑙
|𝑦 ≤ 𝑅𝑙

]
1−𝐹 (𝑅𝑙)
𝐹 (𝑅𝑙) + (1 − 𝜅) E [ 𝑦

𝑅𝑙
|𝑦 ≤ 𝑅𝑙

] (69)

If 𝜅 = 0 then 𝛼 ∈ [0, 1].

Pareto distribution.

• Suppose 𝜅 = 0 and

𝐹 (𝑦) = 1 −
(
𝑦min

𝑦

)𝛼
(70)

for 𝛼 > 0 and 𝑦 > 𝑦min,, then 𝑓 (𝑦) = 𝛼
1−𝐹 (𝑦)

𝑦
and

𝛼 (𝑅𝑙) = 𝛼 × 1 − (𝑦min
𝑅𝑙

)1−𝛼
1 − 𝛼

(𝑦min
𝑅𝑙

)1−𝛼 ∈ [0, 1] (71)

When 𝑦min is very small this is approximately 𝛼 . When 𝛼 = 1 this is 0. More generally if
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𝜅 ≤ 1
𝛼
then 𝛼 (𝑅𝑙) ∈ [0, 1]. The general formula is

𝛼 (𝑅𝑙) = 𝛼 × 1 − 𝛼𝜅 − (1 − 𝜅) (𝑦min
𝑅𝑙

)1−𝛼
1 − 𝛼𝜅 − 𝛼 (1 − 𝜅) (𝑦min

𝑅𝑙

)1−𝛼
𝛼′(𝑅𝑙) = (1 − 𝛼)2 𝛼 (1 − 𝜅)𝑦min(1 − 𝛼𝜅) (𝑦min

𝑅𝑙

)𝛼(
𝛼 (1 − 𝜅)𝑦min − 𝑅𝑙 (1 − 𝛼𝜅) (𝑦min

𝑅𝑙

)𝛼 )2
𝜃 (𝑅𝑙) = 𝑅𝑙𝛼′(𝑅𝑙)

𝛼 (𝑅𝑙) =
(1 − 𝛼)2 (1 − 𝜅) 𝑦min(

𝛼 1−𝜅
1−𝛼𝜅

(𝑦min
𝑅𝑙

)1−𝛼 − 1
) (

1−𝜅
1−𝛼𝜅

(𝑦min
𝑅𝑙

)1−𝛼 − 1
) (72)

• With the power law example,

𝜃 (𝑅𝑙) = (1 − 𝛼)2 𝑅𝑙𝑦min
(𝑦min
𝑅𝑙

)𝛼(
𝑦min − 𝑅𝑙

(𝑦min
𝑅𝑙

)𝛼 ) (
𝛼𝑦min − 𝑅𝑙

(𝑦min
𝑅𝑙

)𝛼 ) (73)

is always positive. If 𝛼 > 1 the denominator is the product of two positive terms. If 𝛼 < 1
it’s the product of two negative terms.

Examples of borrower utility 𝑉 (𝑙, 𝑅).

• Starting with no risk hence no default:

– Households
𝑉 (𝑙, 𝑅) = 𝑢 (𝑦0 + 𝑙) + 𝛽𝑢 (𝑦1 − 𝑅𝑙) (74)

we see that
𝜏 (𝑙, 𝑅) = 𝑢′ (𝑦0 + 𝑙)

𝛽𝑅𝑢′ (𝑦1 − 𝑅𝑙) − 1 (75)

Consistent with the intertemporal wedge interpretation, 𝜏 ≥ 0 measures how con-
strained the household ends up since 𝑢′0 = 𝛽𝑅 (1 + 𝜏) 𝑢′1. Suppose CRRA utility with
EIS 𝜎 , 𝑢 (𝑐) = 𝑐1−1/𝜎 . Then

𝑅𝜏𝑅

𝑙𝜏𝑙
=

(𝑦0 + 𝑙) (𝜎 (𝑦1 − 𝑅𝑙) + 𝑅𝑙)
𝑙 (𝑅𝑦0 + 𝑦1) (76)

If 𝑦0 = 0 then this simpli�es to

𝑅𝜏𝑅

𝑙𝜏𝑙
= 𝜎 ×

(
1 − 𝑅𝑙

𝑦1

)
+ 1 × 𝑅𝑙

𝑦1
(77)

This is a weighted average of 𝜎 and 1, hence it is above 1 if and only if 𝜎 ≥ 1.

– Firms
𝑉 (𝑙, 𝑅) = 𝑓 (𝑘0 + 𝑙) − 𝑅𝑙 (78)
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then
𝜏 (𝑙, 𝑅) = 𝑓 ′ (𝑘0 + 𝑙)

𝑅
− 1 (79)

we have the same wedge interpretation: 𝑓 ′ (𝑘0 + 𝑙) = (1 + 𝜏) 𝑅. Then
𝑅𝜏𝑅

𝑙𝜏𝑙
=

𝑓 ′ (𝑘0 + 𝑙)
−𝑙 𝑓 ′′ (𝑘0 + 𝑙) (80)

the inverse curvature of the production function. So for 𝑓 (𝑘) = 𝐴𝑘𝛾 we have 𝑅𝜏𝑅
𝑙𝜏𝑙

=
(𝑘0+𝑙)
𝑙 (1−𝛾) . With 𝑘0 = 0,

𝑅𝜏𝑅

𝑙𝜏𝑙
=

1
1 − 𝛾

≥ 1 (81)

A higher 𝛾 leads to a higher interest rate elasticity of the unconstrained loan demand.

• Once we add risk and default we need to compute 𝑉 numerically:

– Households with income shocks 𝑦1:

𝑉 (𝑙, 𝑅) = 𝑢 (𝑦0 + 𝑙) + 𝛽

[∫ ∞

𝑅𝑙

𝑢 (𝑦1 − 𝑅𝑙) 𝑑𝐹 (𝑦1) +
∫ 𝑅𝑙

0
𝑢 (𝜅𝑦1) 𝑑𝐹 (𝑦1)

]
(82)

– Firms with stochastic TFP shocks𝐴, so that �rm repays if and only if𝐴𝑓 (𝑘0 + 𝑙) ≥ 𝑅𝑙 :

𝑉 (𝑙, 𝑅) =
∫ ∞

𝑅𝑙

(𝑦0+𝑙)𝛾
[𝐴 (𝑦0 + 𝑙)𝛾 − 𝑅𝑙] 𝑑𝐹 (𝐴) + 𝜅 (𝑦0 + 𝑙)𝛾

∫ 𝑅𝑙

(𝑦0+𝑙)𝛾

0
𝐴𝑑𝐹 (𝐴) (83)
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